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Abstract

In this thesis, we have developed new numerical methods in Runge-Kutta fam-

ily for numerical solution of ordinary differential equations. We have extended

the idea of effective order to Runge-Kutta Nyström methods for numerical ap-

proximation of second order ordinary differential equations. The composition of

Runge-Kutta Nyström methods, the pruning of associated Nyström trees, and

conditions for effective order Runge-Kutta Nyström methods up to order five are

presented. Also, partitioned Runge-Kutta methods of effective order 4 with 3

stages are constructed. The most obvious feature of these methods is efficiency

in terms of implementation cost.

The numerical results verify that the asymptotic error behavior of the effec-

tive order 4 partitioned Runge- Kutta methods with 3 stages is similar to that

of classical order 4 method which necessarily require 4 stages. Moreover, it is

evident from the numerical results that effective order methods are more efficient

than their classical order counterpart.

Lastly, a family of explicit symplectic partitioned Runge-Kutta methods are

derived with effective order 3 for the numerical integration of separable Hamil-

tonian systems. The proposed explicit methods are more efficient than existing

symplectic implicit Runge-Kutta methods. A selection of numerical experiments

on separable Hamiltonian system confirming the efficiency of the approach is also

provided with good energy conservation.
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Chapter 1

Introduction

Mathematical models are frequently used to describe various physical phenom-

ena, for instance, the blood circulation in veins, the electrical circuit’s behaviour

in machines, the motion of planetary bodies in outer Solar System or the rate

of change of shares in stock exchanges. Generally, these models include ordinary

differential equations (ODEs) based on physical systems in which time acts inde-

pendently while variables associated to physical systems are taken as dependent

quantities. Usually, an initial condition is accompanied by the said ODEs, hence,

an initial value problem (IVP) is constituted as

y′(x) = f(x, y(x)), y(x0) = y0.

Such kind of IVP consists of a solution y, a mapping R → Rn, time denoted

by x and f : R × Rn → Rn, where n represents the dimension. Mostly, we

consider initial value problems (IVPs) of autonomous nature which carries x as

a component of y(x), and is represented as

y′(x) = f(y(x)), y(x0) = y0. (1.1)

Generally, the higher order differential equations are used to model some physical

systems. The system of nth order differential equations of autonomous type is as

y(n)(x) = f(y, y′, y′′, ..., y(n−1)).
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This kind of system can be solved by using initial values for y, y′, y′′, ..., y(n−1).

The existence and uniqueness of a solution depends on the satisfaction of the

Lipschitz condition for the function f [12].

Definition 1. A function f : Rm → Rm satisfies a Lipschitz condition, if for any

X, Y ∈ Rm, there exists a Lipschitz constant M , such that,

‖f(X)− f(Y )‖ ≤M ‖X − Y ‖ .

On the whole, problems involving ODEs can be categorized as stiff and non-stiff

types. The first type carries differential equations with vastly fluctuating time

components with large Lipschitz constants. While, all the other problems fall in

second type.

The system consisting of differential equations of first order show the behavior of

the original physical occurrence through its solution. Usually, the analytic pro-

cess of finding this solution becomes harder often, so we use numerical schemes

as an approximation to solution obtained analytically. The numerical schemes

uses initial values and the slope provided by the differential equation will direct

the movement of the solution. Numerical methods are classified into three ma-

jor areas, firstly one-step methods , then multistep methods and lastly general

linear methods. We have discussed and contributed in one-step methods in this

dissertation.

1.1 One-step methods

These methods are used to estimate the value of y(x) at time xn by using the

previous step xn−1 information. In this manner, the solution values at different

points in [xn−1, xn] may be calculated by using such methods. Euler’s method

is the first and simple method which is considered as one-step method. The

numerical solutions are obtained by using following Euler’s formula

yn = yn−1 + hf(yn−1).

This formula uses the solution obtained at previous time step tn−1 and informa-

tion of slope at that time to update the solution yn. Here, f(yn−1) represents the

slope of tangent line along which the numerical solution propagates. This one-
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step method completes this one step with one stage, so it is one stage one-step

method. Due to its single stage property, this method needs small time steps to

get certain accuracy. We need some one step methods with multistage structure

to improve the accuracy and efficiency of numerical schemes which will be our

main focus of the study.

In Chapter 2, we will discuss the theory of Runge Kutta (RK) methods for mul-

tistage structure. RK methods are divided into explicit and implicit methods.

Explicit methods are low cost methods but they are not suitable for stiff differ-

ential equations like implicit methods. The general scheme of RK methods of

s-stage is

Yi = y0 + h

s∑
j=1

aijf(Yj), i = 1, 2, ..., s,

y1 = y0 + h
s∑
j=1

bjf(Yj).

where bi, aij, and Yi are quadrature weights, coefficient matrix and stage values,

respectively. The consistency of these methods is maintained by the condition

ci =
s∑
j=1

aij, i = 1, 2, ..., s.

Here, ci are known as abscissas of method. These methods are basically con-

structed through Taylor’s series expansion up till certain order of accuracy. By

the expansion of this series up to the O(hp) will decide the order of method.

The order of method decides the order conditions of the method, which are the

combinations of coefficients bi, aij and ci. As the order of method gets higher

the complexity of order conditions also grow. For this, a new approach to RK

methods were presented by Butcher in [11] and is known as rooted tree theory.

The components of this theory will also be discussed in Chapter 2. This the-

ory is basically a graphical theory which consists of rooted trees. Each tree is a

non cyclic representation consisting of edges and vertices and the line join the

two roots is linked with differentials. With the help of this modern approach, a

new era of RK methods started in which it becomes easier to construct any RK

method upto any higher order.

Butcher in [9] presented an idea of effective order to handle the number of stages

12



for higher order RK methods. For example, for RK methods up to order 4, the

number of stages are equal to order of method but for fifth order method, we

need at least six stages. Butcher tried to reduce at least one stage for RK 5. The

idea of effective order for RK methods is also explained in Chapter 2 along with

construction of effective order conditions and derivation of a 2 stages effective

order Rk method of order 3.

Lastly, in this chapter, we shall also discuss the application of RK method on

Hamiltonian system and this will lead us to symplectic RK methods. Here, we

present main concepts regarding Hamiltonian systems and symplecticity.

1.1.1 Hamiltonian systems

Hamiltonian systems belong to Hamiltonian mechanics, in which we study the

motion of bodies in the context of their momentum and positions. The momen-

tum coordinates are generally taken as pi = (p1, p2, ....., pn) while the position

coordinates are termed as qi = (q1, q2, ....., qn). These coordinates constitute a

differential equation with the help of a function H (Hamiltonian function) and

this system of differential equations is known as Hamiltonian system. Mathemat-

ically we write it as

ṗi = −∂H
∂qi

, q̇i =
∂H

∂pi
, i = 1, 2, · · · , n. (1.1)

Let we take z = (p, q), then we write equation (1.1) in the following format as

z
′
= J−1∇H. (1.2)

Here, ∇ is the operator used to compute the gradient and Jacobian J is a skew

symmetric matrix having zeros in principal diagonal and an n×n identity matrix

I in minor diagonal. Mathematically J is given by

J =

[
0 I

−I 0

]
.
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The Hamiltonian function H forms a separable system called Hamiltonian system

[19] as

H(p, q) = T (p) + V (q), (1.3)

where H is known as the total energy of the system and q and p are generalized

coordinates and generalized momenta, respectively. The autonomous Hamilto-

nian systems have two important properties; one is that the total energy remains

constant

dH

dt
=
∂H

∂p
· ∂p
∂t

+
∂H

∂q
· ∂q
∂t

= 0.

1.1.2 Symplecticity

The second important property of Hamiltonian systems is that the phase flow is

symplectic which imply that the motion along the phase curve retains the area

of a bounded sub-domain in the phase space. Mathematically, we can express it

by taking a linear transformation Ψ as

Ψ : (p, q) −→ (p∗, q∗).

This linear transformation Ψ is symplectic, if the following equation holds

(Ψ
′
)TJΨ

′
= J, (1.4)

where Jacobian J is already discussed. To prove this, we take the supposition of

unit determinant of the Jacobian matrix obtained by applying it on the transfor-

mation. So we have

Ψ
′
=


∂p∗

∂p

∂p∗

∂q
∂q∗

∂p

∂q∗

∂q

 ,
∣∣∣∣∣∣∣
∂p∗

∂p

∂p∗

∂q
∂q∗

∂p

∂q∗

∂q

∣∣∣∣∣∣∣ =
∂p∗

∂p

∂q∗

∂q
− ∂p∗

∂q

∂q∗

∂p
= I.
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So,

(Ψ
′
)TJΨ

′
=

 −
∂q∗

∂p

∂p∗

∂p
+
∂p∗

∂p

∂q∗

∂p
−∂q

∗

∂p

∂p∗

∂q
+
∂p∗

∂p

∂q∗

∂q

−∂q
∗

∂q

∂p∗

∂p
+
∂p∗

∂q

∂q∗

∂p

∂q∗

∂q

∂p∗

∂q
+
∂p∗

∂q

∂q∗

∂q

 ,
=

[
0 I

−I 0

]
= J.

This gives us the proof that Ψ is symplectic. We shall explain this symplectic

property of RK methods with its combination to effective order techniques in the

last part of Chapter 2.

We know that RK methods are only applicable to first order differential equa-

tions. They can be applied to second order ordinary differential equations by

converting it to system of first order differential equations. There were need of

such methods which can solve second order ODEs directly. One of such direct

method was designed by Nyström [8] in 1925 and are known as Runge-Kutta

Nyström (RKN) methods. In Chapter 3, we shall discuss its existing literature

in the context of rooted tree theory. We shall explain the structure of trees and

use of this structure in developing the order conditions of RKN methods. A new

approach of effective order for RKN methods will also be the part of this chapter.

This chapter will include a comprehensive classification of effective order condi-

tion of RKN up to order 5.

In Chapter 4, we shall present our second major contribution in partitioned

Runge–Kutta (PRK) methods. PRK methods are basically applicable to sep-

arable equations of first order. In the earlier part of this chapter, we shall explain

the rooted theory for PRK methods and the use of bi-color rooted trees for

these methods and also, discuss their relation with elementary differentials. In

the middle part of the chapter, we shall present a complete mechanism for the

construction of conditions for effective order of PRK methods along with a com-

prehensive list of effective order conditions for PRK up to order 5 by maintaining

classical order up to 4. In the later part of this chapter, we shall derive a new
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PRK method with effective order 4 with 3 stages. This newly built method will

give one stage lesser than its counterpart standard PRK method of order 4. In

the last part of this chapter, we shall perform some numerical experiments to

show the order verification and efficiency in terms of function evaluation of our

newly built method.

In Chapter 5, we shall present our third contribution which is related to PRK

methods for Hamiltonian type problems. In first part of this chapter, we shall

discuss the existing literature on symplectic PRK methods and in the later part

of the chapter, we apply effective order technique to these symplectic PRK meth-

ods. We shall show the effects of symplectic condition of PRK methods on the

effective order conditions of PRK methods and this will be helpful in the deriva-

tion of two types of PRK methods for Hamiltonian systems; one is effective order

of symplectic PRK methods and second is effective order of mutually adjoint

symplectic PRK methods with order 3. In the last part of this final chapter,

we shall perform numerical experimentation to implement our numerical scheme

for some Hamiltonian systems, like, Kepler’s problem and Harmonic oscillator to

show the energy behaviour and order verification.
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Chapter 2

RK methods with modern

approach

The solutions of ordinary differential equations can be obtained by approximating

them with numerical methods. These methods are used widely to understand

the behaviour of physical systems. There are three sub classes of these methods

known as one-step methods, multi-step methods, and general linear methods. In

this chapter, we are going to present a brief analysis of RK methods along with

their construction mechanism in the context of modern theory of rooted trees.

2.1 Taylor series methods

The idea of one step methods was based on Taylor’s series expansion of exact

solution. The concept was to approximate the solution of initial value problem

ẏ = g(t, y), y(t0) = y0, y ∈ Rn, (2.1)

at tn+1 by qth-degree Taylor polynomial y(t), which is evaluated at any time tn

[29]. For the moment, we take variable time step for the process of integration

in such a way that tn+1 = tn + hn and its approximation becomes

yn+1 = yn +
dy

dt
(tn, yn)hn + · · ·+ 1

r!

dqy

dtq
(tn, yn)hqn,

= yn + g(tn, yn)hn + · · ·+ 1

r!

dq−1g(tn, yn)

dtq−1
hqn. (2.2)
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The Equation (2.2) gives the explicit Euler scheme if we place q = 1 in it. Gen-

erally, the truncation error in these methods is of order O(hq) and as h grows

higher, the accuracy of method also increases but the problem for these methods

is mainly due to non-differentiability of functions, which may occur at some of

the time steps. On the other side, this simple idea can help efficiently to evaluate

the total derivatives gk(tn, yn) ≡ dkg

dtk
(tn, yn) as in (2.2) for numerical integration

procedure. The clear approach is to differentiate any function g repeatedly but

this procedure becomes more complex as order of ”h” grows higher. Thus for

differential equation (2.1) second and third derivatives are given as

d2y

dt2
=
dg

dt
(t, y),

= gt(t, y) + gy(t, y)ẏ,

= gt(t, y) + gy(t, y)g(t, y) ≡ gt + gyg,

d3y

dt3
= gtt + gtyg + (gty + gyyg)g + gy(gt + gyg),

... =
...

...
...

...
....

The main reason for the failure of Taylor’s method was the complications of ex-

pressions obtained after repeated differentiation as order of method goes higher.

But emergence of automatic differential techniques efficiently make it possible

to develop a recurrence formulations for the coefficients of Taylor method. The

idea of these techniques was to divide the function into sequence of arithmetic

operations and use of binary functions with chain rule [2].

These methods are very suitable to attain an approximated solution with high

accuracy for the low dimension ODE systems. Particularly these are suitable for

the calculations of orbital periods in the dynamical systems to get an accuracy

up to hundreds digits. This is because that these methods permit the automatic

selection of step-size and order for gaining desired accuracy. We can conclude

that all geometrical aspects of an ODE are well-maintained by these methods up

to the order of truncation error.
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Ex 2.1.1. Consider the following pendulum problem

q̇ = p,

ṗ = −sin(q).

We apply Taylor method for step (qn, pn) 7→ ((qn+1, pn+1)) as follows.

Let take x = (q, p)T , g = (p,−sin(q)), gt = (0, 0)T , Then the derivatives are

computed as

gxg =

(
−sin(q)

−pcos(q)

)
, gxxgg =

(
0

p2sin(q)

)
, gxgxg =

( −pcos(q)
−1

2
sin(2q)

)
.

Then Taylor method expansion up to truncation error of h4 is(
qn+1

pn+1

)
=

(
qn

pn

)
-h

(
−pn
sin(qn)

)
-
h2

2

(
sin(qn)

pncos(qn)

)
+ · · ·

h3

6

(
−pncos(qn)

(p2
n + cos(qn) + sin(qn)

)
.

2.2 Runge-Kutta methods

The RK methods evaluate the first derivative of f(x, y) many times in one step.

Runge [32] in 1895, used Taylor’s series expansion to propose this idea first time

which was basically an extension to the Euler’s method. Later on, Heun [25] and

Kutta [28] also contributed in this early development.

The advantages of Runge-Kutta (RK) methods are their stability and managing

of variable step-size and order. The disadvantage is regarding high accuracy

achievement at high computational cost. These are one step methods and are

mostly applicable to initial value problems

y′ = f(y(x)), y(x0) = y0, y ∈ Rn.

The RK methods give an approximation to exact solution y(x) at any time xn =

nh for n = 0, 1, 2, · · · and step-size h. The general formulation of an s-stage RK
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method is

Yi = yn−1 + h
s∑
j=1

aijf(xn−1 + hcj, Yj), i = 1, 2, ..., s, (2.3)

yn = yn−1 + h
s∑
j=1

bjf(xn−1 + hcj, Yj). (2.4)

The general form of Butcher’s table for RK methods is

c1 a11 a12 . . . a1s

c2 a21 a22 . . . a2s
...

...
...

. . .
...

cs as1 as2 . . . ass
b1 b2 . . . bs

Table 2.1: General form of Butcher table for RK methods.

where Yi represent the stages and are computed during integration process for

time interval xn−1 to xn.The above formulation also contains three constant coef-

ficients aij, cj, bj, which are used to get good approximation of numerical solution

yn for the actual solution y(xn). The coefficients aij are used to calculate internal

stages by using the linear combinations of stage derivatives, while b is a weighted

vector, which tells the dependence of approximated solution on the derivatives

of internal stages. The position of approximations in each step is represented by

abscissa vector c. Also the relationships of these constants provide the consis-

tency of RK methods. The suitable consistency is necessary for the solution of

problems. A consistent method means difference between numerical integration

and exact solution at xn−1 + h should approach to zero as h goes nearer to zero.

The following consistency conditions must hold for a valid RK method

s∑
j=1

bj = 1, (2.5)

s∑
j=1

aij = ci, i = 1, 2, ..., s. (2.6)

The configuration of coefficient matrix aij effects the computational cost of the

methods. Due to this, RK methods are further classified into two types as, explicit
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and implicit methods.

2.2.1 Explicit RK methods

In explicit RK methods, the components aij = 0 for all i ≤ j. This means that

we can compute stages successively. Due to arrival of zeros in upper triangle,

the computational time becomes lesser and that is why these methods are very

suitable for numerical solutions of ordinary differential equations. There are

also some limitations of these methods, like, their stability for solving differential

equations of stiff nature and their inability to solve the non separable Hamiltonian

systems. The Butcher table for explicit methods is given by

0 0 0 . . . 0
c2 a21 0 . . . 0
...

...
...

. . .
...

cs as1 as2 . . . 0
b1 b2 . . . bs

Example: Explicit RK method of order 3

Consider the following Butcher table which was presented by Heun’s third-order

method

0

1

3

1

3

2

3
0

2

3

1

4
0

3

4

The blank spaces in the upper triangular components of matrix A denote the

zero values of aij. The stage values at nth step of RK scheme can be calculated
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as follows:

Y1 = yn−1,

Y2 = yn−1 + h(
1

3
)F1,

Y3 = yn−1 + h(
2

3
)F2.

The derivative of each stage are:

F1 = f(xn−1 + h(0), Y1),

F2 = f(xn−1 + h(
1

3
), Y2),

F3 = f(xn−1 + h(1), Y3).

The approximated solution at nth step is

yn = yn−1 + h(
1

4
F1 + 0F2 +

1

6
F3).

For the higher order explicit RK methods required stages are also higher. In fact

for s ≤ 4, the number of stages required are equal to the order of method. As in

classic RK method of order 4, we require 4 stages described as

0

1

2

1

2

1

2
0

1

2

1 0 0 1

1

6

1

3

1

3

1

6
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2.2.2 Implicit RK methods

Implicit RK method can be represented by the following Butcher table with con-

dition aij 6= 0 for some i ≤ j.

c1 a11 a12 . . . a1s

c2 a21 a22 . . . a2s
...

...
...

. . .
...

cs as1 as2 . . . ass
b1 b2 . . . bs

To construct an s-stage RK method of implicit nature for the solution of m-

dimensional system of ODE’s, we need to solve sm non-linear equations repre-

senting the stages. This can be obtained by newton’s iterative schemes, which

have obviously high computational costs. Due to this, general implicit RK meth-

ods are computationally expensive than explicit methods but still these methods

are better than explicit methods in terms of less number of stages are required to

obtain same order explicit method. Another advantage of these methods is that

these can help in solving stiff differential equations along with having a capabil-

ity of handling Hamiltonian nature differential equations. The Guass-Legendre

implicit RK methods are the popular as s-stages are required to get a method

of order 2s. Gauss-Legendre polynomial are used to construct such methods by

taking c’s of implicit RK methods equal to zero. The legendre polynomial Qs on

the interval [0, 1] is given as

Qs(x) =
s!

2s

s∑
n=0

(−1)s−n
(
s

n

)(
s+ n

n

)
xn.

By placing s = 1, the following Gauss-Legendre polynomial is obtained

Q1(x) = −1

2
+ x.

Now by Q1(x) = 0, we get x = c1 =
1

2
, which represents the node for 1-stage

implicit RK method represented in the following table.

For s = 2, we will obtain Gauss-Legendre polynomial as follows

Q2(x) = 3x2 − 3x+
1

2
.
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1

2

1

2

1

If we take Q2(x) = 0, we shall obtain c1 =
1

2
−
√

3

6
and c2 =

1

2
+

√
3

6
which are

the nodes for order 4 with 2-stage implicit RK method [11]. To attain 2s order

of the method, the values of coefficients bi and aij can be calculated by abscissa

ci. The Butcher table for this method is .

1

2
-

√
3

6

1

4

1

4
-

√
3

6

1

2
+

√
3

6

1

4
+

√
3

6

1

4

1

2

1

2

2.3 Taylor’s series expansion for RK methods

construction

The origination of RK methods is based on expansion of Taylor’s series. The

order of any RK method is basically Taylor’s series expansion up till any order

of hm. Let we want to construct explicit RK3 from Taylor’s expansion. For this

we expand equations (2.3) and (2.4) for i, j = 1, 2, 3 and aij = 0 for i ≤ j, we

obtain the following formulation of RK3 with 3 stages:

Y1 = y0, (2.7)

Y2 = y0 + ha21f(Y1),

Y2 = y0 + ha21f(y0), (2.8)

Y3 = y0 + ha31f(Y1) + ha32f(Y2),

Y3 = y0 + ha31f(y0) + ha32f(y0 + ha21f(y0)), (2.9)

y1 = y0 + hb1f(Y1) + hb2f(Y2) + hb3f(Y3). (2.10)
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Using the values of Y1, Y2, Y3 from equations (2.7), (2.8), (2.9) and place it in

equation (2.10), we get

y1 = y0 + hb1f(y0) + hb2f(y0 + ha21f(y0)), (2.11)

+ hb3f(y0 + ha31f(y0) + ha32f(y0 + ha21f(y0)).

Now we expand the series for f(y0 + ha21f(y0)) upto h3 as

f(y0 + ha21f(y0)) = f(y0) + ha21(f ′f) +
h2a21

2!
(f ′′(f, f) + f ′f ′f) +

h3a21

3!

×(f ′′′(f, f, f) + 4f ′′f ′(f, f) + f ′f ′f).

The above expression is placed in equation (2.11) gives us the following result

y1 = y0 + hb1f(y0) + hb2f(y0) + h2b2a21f
′f +

h3

2
b2a

2
21(f ′′f + f ′f ′f) +O(h4)

+ hb3f(y0 + ha31f(y0) + ha32 × (f(y0) + ha21h(f ′f)

+
h2a21

2!
× (f ′′(f, f) + f ′f ′f) +

h3a21

3!
(f ′′′(f, f, f) + 4f ′′f ′(f, f) + f ′f ′f))).

(2.12)

The approximated solution for explicit RK method of order3 is obtained after

simplification of equation (2.12) as

y1 = y0 + h(b1 + b2 + b3)f + h2(b2a21 + b3(a31 + a32))f ′f + h3b3a32a21

× (f ′′(f, f) + f ′f ′f) +
h3

2
(b2a

2
21 + b3(a31 + a32)2(f ′′(f, f) + f ′f ′f) +O(h4).

(2.13)

As we know that

y′0 = f(y0) = f. (2.14)

The higher order derivatives of equation (2.14) are obtained by differentiating it

recursively as

y′′0 = f ′(y0)y′0 = f ′(y0)f(y0) = f ′f,

y′′′0 = f ′′(y0)(y′0)f(y0) + f ′(y0)f ′(y0)(y′0) = f ′′ff + f ′f ′f.
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These higher order derivatives are also known as elementary differentials and

placed in Equation (2.13) to get

y1 = y0 + h(b1 + b2 + b3)y′0 + h2(b2a21 + b3(a31 + a32))y′′

+ h3b3a32a21y
′′′ +

h3

2
(b2a

2
21 + b3(a31 + a32)2)y′′′ +O(h4).

(2.15)

Now we expand Taylor’s series to get the exact solution as under

y(x0 + h) = y0 + hy′0 +
h2

2!
y′′0 +

h3

3!
y′′′0 +O(h4). (2.16)

The approximated solution obtained in equation (2.15) is compared with exact

solution in equation (2.16) will give the following order conditions for explicit RK

method of order 3:

b1 + b2 + b3 = 1,

b2a21 + b3(a31 + a32) =
1

2
,

b2a
2
21 + b3(a31 + a32)2 =

1

3
,

b3a32a21 =
1

6
.

The consistency conditions
∑
aij = cj will be utilized to reduce above conditions.

The reduced form of these conditions is as follows:

b1 + b2 + b3 = 1,

b2c2 + b3c3 =
1

2
,

b2c
2
2 + b3c

2
3 =

1

3
,

b3a32c2 =
1

6
.

(2.17)

The solution of order conditions provided in equation set (2.17) will lead to

construction of an explicit Rk3 method. As we have 5 equations and 6 unknowns,

we can choose value of any abscissa to get the required result. For the moment, by

selecting c3 = 1 following solution is obtained as described in Butcher Table 2.2
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0 0 0 0

1

2

1

2
0 0

1 -1 2 0

1

6

2

3

1

6

Table 2.2: Butcher table for RK method of order 3.

With the help of the above Table 2.2, we can compute stage values and output

values as:

Y1 = y0,

Y2 = y0 +
h

2
f(y0),

Y3 = y0 − hf(y0) + 2hf(y0 +
h

2
f(y0)),

y1 = y0 +
h

6
f(y0) +

2h

3
f(y0 +

h

2
f(y0)) +

h

6
f(y0 − hf(y0) + 2hf(y0 +

h

2
f(y0))).

2.4 Rooted trees theory for RK methods con-

struction

The main problem in the construction of RK methods through Taylor’s series is

that for higher order methods, the complexity of order conditions becomes more

difficult. So there was a requirement of a new approach that can handle this

problem. For this, Butcher introduced a new way of finding order conditions

of RK methods known as rooted trees theory. This theory provided an ease to

develop order conditions of any order method. In this section, we shall provide

a complete understanding of this theory but before that it is necessary to un-

derstand some basic concepts which can help to build an understanding of this

theory.

27



2.4.1 Rooted trees and elementary differentials

A tree is a graphical representation consisting of vertices and edges. A non-cyclic

connected graph having one vertex acts as root is called a rooted tree. The rooted

trees for RK methods have a connection with elementary differentials given in

equation (2.14). As described earlier, elementary differentials are the higher order

derivatives for y′0 = f(y0) and are represented by F (t). A complete classification

of elementary differentials up to order 4 is the following:

y′0 = f(y0) = f, (2.18)

y′′0 = f ′(y0)y′0 = f ′(y0)f(y0) = f ′f, (2.19)

y′′′0 = f ′′ff + f ′f ′f, (2.20)

y′′′′0 = f ′′′fff + f ′′f ′ff + f ′′ff ′f + f ′′ff ′f + f ′f ′′ff + f ′f ′f ′f. (2.21)

The elementary differentials are represented by trees as for differential f is de-

noted by single vertex . Moreover, the representation of f
′
f by tree will be

. In this representation, vertex with edge denotes the derivative and then end

vertex is for function f . A complete classification of all rooted trees and their

connection with elementary differentials up to order 4 is provided in the following

Table 2.3 .

Sr. No. Elementary differential Rooted tree Sr. No. Elementary differential Rooted tree

1 f 2 f ′f

3 f ′′ff 4 f ′f ′f

5 f ′′′fff 6 f ′′f ′ff

7 f ′′ff ′f 8 f ′′ff ′f

9 f ′f ′′ff 10 f ′f ′f ′f

Table 2.3: Rooted trees and elementary differentials up to order 4.
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Order

The total number of vertices of a tree is termed as order of a rooted tree and is

represented by r(t). As an example, we have

r(t1) = r( ) = 1 and r(t4) = r( ) = 3.

Density

The repetitive product of order of a tree with its chopped sub trees is termed as

density and is expressed as γ(t). The mathematical representation is

γ(t) = r(t)γ(t1) · · · γ(tn),

γ(φ) = 0, γ( ) = 1, γ( ) = 2× 1 = 2, γ( ) = 3× 2× 1 = 6.

Symmetry

The symmetry of the tree is the order of a automorphism group and denoted by

σ(t) and calculated as

σ(t) = (σ(t1)n1σ(t2)n2 ...σ(tm)nm)(n1! · · ·nm−1!nm!).

Moreover, we have relationships among order, densities and symmetries to calcu-

late number of ways of labelling any tree. The labelling of any tree with an order

set is denoted by α(t) while labelling with an un-order set is represented by β(t).

Such relations are provided by Butcher in [11] as

α(t) =
r(t)!

σ(t)γ(t)
,

β(t) =
r(t)!

σ(t)
.

2.4.2 Elementary weights

Butcher in [11] showed that coefficients of an RK methods of any stage s are

linked to trees through elementary weights Φ as,

Φ(t) =

{ ∑s
i=1 bi, if t = τ,∑s
i=1 biΦi(t1)Φi(t2)...Φi(tm), if t = [t1t2...tm].
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Where Φi(t) is the elementary. The elementary weight related to ith-stage is rep-

resented by Φi(t) and is determined as

Φi(t) =

{ ∑s
i=j aij = ci, if t = τ,∑s
i=j aijΦj(t1)Φj(t2)...Φi(tm), if t = [t1t2...tm].

Let T represents the set consisting of trees up to order 4, then we have

T =

 , , , , , , ,

 .

where r(t) = order and γ(t) = density of t.

For tree t5 = , the values of order, density, α(t), β(t), elementary differential

and elementary weights are given as:

r(t5) = 4 4

1 32

, γ(t5) = 4× 1× 1× 1 = 4, 4

1 11

α(t5) =
r(t)!

σ(t)γ(t)
=

4!

6× 4
= 1 , β(t5) =

r(t)!

σ(t)
=

4!

6
= 4

F (t5) = f ′′′(f, f, f), Φ(t5)=
∑s

i=1 bic
3
i .

A complete list of all components described above for trees up to order 4 are

summarized in the Table 2.4.

2.4.3 Order conditions

Order conditions are basically a relationship between elementary weight function

and density. This relationship provides us number of linear and non linear al-

gebraic equations containing the coefficients of RK methods and the solution of

these equations will give us the specific RK method. To find this relationship we
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t r(t) γ(t) σ(t) α(t) β(t) F (t) Φ(t)

1 1 1 1 1 f Σbi

2 2 1 1 1 f ′f Σbici

3 3 2 1 3 f ′′ff Σbic
2
i

3 6 1 1 6 f ′f ′f Σbiaijcj

4 4 6 1 4 f ′′′fff Σbic
3
i

4 8 1 3 24 f ′′f ′f Σcibiaijcj

4 12 2 1 12 f ′f ′′ff Σbiaijc
2
j

4 24 1 1 24 f ′f ′f ′f Σbiaijajkck

Table 2.4: Tree notations and different functions up to order 4.

use Taylor’s series for exact solution that can be written as

y(x0 + h) = y0 +
∑
t∈T

α(t)hr(t)

r(t)!
F (t)(y0).

Using the value of α(t) in this equation will give

y(xn + h) = yn +
∑
t∈T

hr(t)

σ(t)γ(t)
F (t)(yn). (2.22)

The numerical approximation to Taylor’s series is as under

yn+1 = yn +
∑
t∈T

β(t)hr(t)

r(t)!
Φ(t)F (t)(yn).
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By using the value of β(t) in approximated solution will lead to

y1 = y0 +
∑
t∈T

hr(t)

σ(t)
Φ(t)F (t)(y0). (2.23)

The comparison of approximated and exact solutions provided in equations (2.22)

and (2.23) gives us the relationship between elementary weight function and

density for the development of order conditions of any RK method of any order

with any number of stages.

Φ(t) =
1

γ(t)
.

Table 2.5 provides us a complete list of order conditions for RK method up-till

order 4.

t r(t) γ(t) Φ(t) =
1

γ(t)
t r(t) γ(t) Φ(t) =

1

γ(t)

1 1 Σbi = 1 2 2 Σbici =
1

2

3 3 Σbic
2
i =

1

3
3 6 Σbiaijcj =

1

6

4 4 Σbic
3
i =

1

4
4 8 Σcibiaijcj =

1

8

4 12 Σbiaijc
2
j =

1

12
4 24 Σbiaijajkck =

1

24

Table 2.5: Order conditions of 4-stage RK method.

To construct RK method of order 4 with 4 stages, so we need to expand Φ(t) for

i, j = 1, 2, 3, 4. This results in the form of the following algebraic equations:
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b1 + b2 + b3 + b4 = 1, (2.24)

b2c2 + b3c3 + b4c4 =
1

2
, (2.25)

b2c
2
2 + b3c

2
3 + b4c

2
4 =

1

3
, (2.26)

b3a32c2 + b4a42c2 + b4a43c3 =
1

6
, (2.27)

b2c
3
2 + b3c

3
3 + b4c

3
4 =

1

4
, (2.28)

b3c3a32c2 + b4c4a42c2 + b4c4a43c3 =
1

8
, (2.29)

b3a32c
2
2 + b4a42c

2
2 + b4a43c

2
3 =

1

12
, (2.30)

b4a43a32c2 =
1

24
. (2.31)

In addition to above eight equations we have three more equations which are

necessary to satisfy consistency conditions of a RK method. These are:

c2 = a21, (2.32)

c3 = a31 + a32, (2.33)

c4 = a41 + a42 + a43. (2.34)

Now we have 11 equations to solve for 13 parameters, which means that we have

freedom of choosing 2 parameters (two degree of freedom). We choose c3 =
1

4
and c4 = 1 and proceed as given in [11]

1. Calculate the values of b1, b2, b3 and b4 in terms of c2, c3, c4 using equations

(2.24), (2.25), (2.26) and (2.28).

2. Equations (2.27), (2.29) and (2.30) are used to get values of coefficients

a32, a42, a43.

3. Placing the values of a32, a43, and b4 in equation (2.31) to get c2 =
1

4
.
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4. The values of a21, a31, a41 are calculated by using consistency conditions

given in equations (2.32) to (2.34).

The values obtained through step 1 to step 4 are summarized in the following

Butcher table for 4 stage explicit RK method of order 4.

0

1

4

1

4

1

2
0

1

2

1 1 -2 2

1

6
0

2

3

1

6

Table 2.6: Butcher table for RK method of order 4.

2.4.4 Simplifying assumptions

With the increase in the order of method, the number of algebraic conditions are

also increased and it becomes more difficult to solve these conditions. For this

purpose, it is needed to study the connections between the conditions equivalent

to different trees. We also see that some set order conditions have some kind of

vital role. Due to different variations in difficulty levels of these conditions, we

categorized them into the following four parts [11]:

B(p) :
s∑
i=1

bic
k−1
i =

1

k
, k = 1, 2, . . . , p,

C(η) :
s∑
j=1

aijc
k−1
j =

cki
k
, i = 1, 2, . . . , s, k = 1, 2, . . . , η,

D(ζ) :
s∑
i=1

bic
k−1
i aij =

bjc
k
j

k
, j = 1, 2, . . . , s, k = 1, 2, . . . , ζ,

E(η, ζ) :
s∑
j=1

s∑
i=1

bic
k−1
i aijc

l−1
j =

1

l(k + l)
, l = 1, 2, . . . ζ, k = 1, 2, . . . , η.
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• The condition B(p) shows that method has order p quadrature. Moreover,

it satisfies the order conditions of , , , · · · up to order p.

• The C(η) condition is associated with the stage order of a method and

guarantees that the paired trees, like, and produce same order condi-

tions fork ≤ η. This condition shows that elementary weight functions of

any two trees are equal which contain factors ci and
∑
aijc

k−1
j , while the

remaining vertices of both are same.

• D(ζ) condition provides the relationship among three trees, say, t1, t2, and

t3 with elementary weights bic
k−1
i aij, bj, and bjc

k
j , respectively. The explicit

methods with order 4 having 4 stages must hold D(1).

• The E(η, ζ) shows the fact that order condition φ(t) = 1/γ(t) is true for

tree [τ k−1[τ l−1]] having minimum order η + ζ.

2.4.5 B-series and rules for composition

The numerical solution provided in equation (2.23) can be expressed in formal

series as

B(λ(t), y(x)) =
∑
t∈T

λ(t)

σ(t)
hr(t)F (t)(y(x)),

= y + hλ( )f(y) + h2λ( )f
′
f(y) + h2λ( )f

′′
(f, f)(y) · · · .

where λ(t) : T −→ Rn denotes the elementary weight functions as discussed

earlier. Hairer and Warner [24] named this series as Butcher series to present the

honour to John Butcher. This series is alternative form of theory presented by

Butcher.

The elementary weight function 1(t) is referred as identity mapping and λ−1(t)

is taken as inverse of elementary weight functions and both are represented as

• B(1, yn−1) = yn−1.

• yn = B(λ(t), yn−1), ⇐⇒ yn−1 = B(λ−1, yn).

Now, let we have two B series B(λ(t), y) and B(ν(t), y) and these can be added

and composed as:
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• B(λ(t), y) + B(ν(t), y)= B((λ+ ν)(t), y).

• B(λ(t), B(ν(t), y)= B(λν(t), y).

We can get the product of both functions (λ and ν) with λ(φ) = 1 as

(λν)(t) = ν(φ)λ(t) + ν(t) +
∑
u≺t

ν(u)λ(t \ u). (2.35)

In the above equation u and (t\u) are sub-tree and remaining trees, respectively.

The term remaining tree is used for the trees which comes after the removal of

tree u.

Now for performing composition, we take two RK methods with general form as

[a, bT , c] and [A,BT , C] having λ(t) and ν(t) as elementary weights, respectively.

For better understanding of the composition process, we take two RK methods

with 2 stages as

c1 a11 a12

c2 a21 a22

b1 b2

C1 A11 A12

C2 A21 A22

B1 B2

The equations on the bases of above general Butcher tables are as under:

Y1 = y0 + a11hf(Y1) + a12hf(Y2), Ỹ1 = y1 + A11hf(Ỹ1) + A12hf(Ỹ2),

Y2 = y0 + a21hf(Y1) + a22hf(Y2), Ỹ2 = y1 + A21hf(Ỹ1) + A22hf(Ỹ2),

y1 = y0 + b1hf(Y1) + b2hf(Y2), y2 = y1 +B1hf(Ỹ1) +B2hf(Ỹ2),

The composed form of both methods can be obtained by updating Ỹ1, Ỹ2 and y2
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by using the value of y1 as

Y1 = y0 + a11hf(Y1) + a12hf(Y2),

Y2 = y0 + a21hf(Y1) + a22hf(Y2),

Ỹ1 = y0 + b1hf(Y1) + b2hf(Y2),+A11hf(Ỹ1) + A12hf(Ỹ2),

Ỹ2 = y0 + b1hf(Y1) + b2hf(Y2) + A21hf(Ỹ1) + A22hf(Ỹ2),

y2 = y0 + b1hf(Y1) + b2hf(Y2) +B1hf(Ỹ1) +B2hf(Ỹ2).

The butcher table obtained by the composition of two RK methods is as under

c1 a11 a12 0 0

c2 a21 a22 0 0

C1 + 1 b1 b2 A11 A12

C2 + 1 b1 b2 A21 A22

b1 b2 B1 B2

(2.36)

This composed table gives different combinations of trees. As an example first

order condition which belongs to t = can be expressed through this composed

method as

(λν)(t) = b1 + b2 +B1 +B2,

=
∑

bi +
∑

Bi,

= λ( ) + ν( ).

This composition becomes more complex as order of trees grows. A complete list

of these compositions in terms of product of elementary weight functions up to
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order 4 is listed in Table 2.7 below

t λν(t)

φ t0 ν(t0)

t1 λ(t1)ν(t0) + ν(t1)

t2 λ(t2)ν(t0) + λ(t1)ν(t1) + ν(t2)

t3 λ(t3)ν(t0) + λ(t2)ν(t1) + λ(t1)ν(t2) + ν(t3)

t4 λ(t4)ν(t0) + λ(t1)2ν(t1) + 2λ(t1)ν(t2) + ν(t4)

t5 λ(t5)ν(t0) + λ(t3)ν(t1) + λ(t2)ν(t2) + λ(t1)ν(t3) + ν(t5)

t6 λ(t6)ν(t0) + λ(t4)ν(t1) + λ(t1)2ν(t2) + 2λ(t1)ν(t3) + ν(t6)

t7 λ(t7)ν(t0) + λ(t1)λ(t2)ν(t1) + (λ(t1)2 + λ(t2))ν(t2) + λ(t1)(ν(t3) + ν(t4)) + ν(t7)

t8 λ(t8)ν(t0) + (λ(t1)3ν(t1) + 3(λ(t1)2ν(t2) + 3λ(t1)ν(t4) + ν(t8)

Table 2.7: Elementary weight functions product up to order 4.

2.5 Effective order of RK methods

Butcher presented the idea of effective order in [6] and then for the purpose of

enhancing the accuracy of RK methods it was revised in [9]. Butcher and Chartier

in [12] attained this accuracy for singly implicit RK methods. Butcher and Chan

[13] extended this idea to diagonally extended singly implicit RK methods. Sanz-

Serna et al., [30] used this idea to increase the efficiency of symplectic integrator
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for Hamiltonian systems.

In the next part of this section, we are going to present the construction of RK

methods with effective order for the following first order differential equations

y′ = f(y(x)), y(x0) = y0. (2.37)

The above system based on initial value can be solved by using conventional RK

method described in equations (2.3) and (2.4), we call this method α-method.

This method has ability to give solution in one step from y(x0) to y(x0 + h) +

O(hp+1) by attaining order p with step size h. For method having effective order

p, α-method is composed with another method β in such a way that the composi-

tion βαβ−1 maintains the order p. The β - method is termed as starting method

as it is used once at the start to perturb the initial solution while e β−1 is used in

the end to balance the starting perturbation. In the light of Butcher’s definition

of effective order, this could be achieved by comparing the composition βα with

composition Eβ by taking E as exact solution and its value is obtained by the

E =
1

γ(t)
[21]. The βα composition is same as described in Table 2.7 and its

general form is

(βα)(t) = α(φ)β(t) + α(t) +
∑

β(t \ u)α(u). (2.38)

t u t \ u term

β4

β2α1

β1α2

α4

Table 2.8: The composition of (βα)(t4).

This composition can also be obtained by the process of pruning of trees. In this

39



procedure we can obtain any sub-tree u by cutting it from main tree t. Thus we

get two types of trees u and (t \ u). Tree u is termed as αi while tree (t \ u) is

referred as βi. This composition is explained in Table 2.8.

So, we can write

βα(t4) = β4 + β2α1 + β1α2 + α4.

2.5.1 Effective order RK 3 with 2 stages

The classic RK method of order 3 requires three stages but the effectiver order

RK 3 requires only two stages. The procedure starts with finding α- method first

by equating last two columns of Table 2.9 with value of β1 = 0. Thus we get the

following set of equations:

α1 = 1, (2.39)

α2 =
1

2
, (2.40)

α3 =
1

3
+ 2β2, (2.41)

α4 =
1

6
. (2.42)

ti (βα)(ti) (Eβ)(ti)

β1 + α1 1 + β1

β2 + β1α1 + α2
1

2
+ β1 + β2

β3 + β2
1α1 + 2β1α2 + α3

1

3
+ β1 + 2β2 + β3

β4 + β2α1 + β1α2 + α4
1

6
+
1

2
β1 + β2 + β4

Table 2.9: βα and Eβ for the trees up to order 3.

The equations (2.39) to (2.42) can be expressed in terms of elementary weights
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as
2∑
i=1

bi = 1,

2∑
i=1

bici =
1

2
,

2∑
i=1

bic
2
i =

1

3
+ 2

2∑
i=1

BiCi,

2∑
i,j=1

biaijcj =
1

6
.

(2.43)

The equations set (2.43) expanded up to 2 stages for the following Butcher table

c1 a11 0

c2 a21 a22

b1 b2

The expanded form of above set of equations is:

b1 + b2 =1, (2.44)

b1c1 + b2c2 =
1

2
, (2.45)

b1c
2
1 + b2c

2
2 =

1

3
+ 2β2, (2.46)

b1a11c1 + b2a21c1 + b2a22c2 =
1

6
. (2.47)

We use the consistency conditions a11 = c1, a21 +a22 = c2 of RK method to solve

equations (2.44), (2.45), (2.47) and obtain the values of b1, b2, a11, a21, and a22

by taking c1 and c2 as parameters given as under:

b1 = − 2c2 − 1

2(c1 − c2)
,

b2 =
2c1 − 1

2(c1 − c2)
,

a11 = c1,

a21 =
−3c1 + 1 + 6c1c2 − 3c2

3(2c1 − 1)
,

a22 =
3c1 − 1

3(2c1 − 1)
.

(2.48)
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As we have two degree of freedom, so we can choose any value of c1, c2, like,

c1 =
1

3
, c2 =

2

3
for equations (2.48) to get the following Butcher table for 2 stages

α-method.

1

3

1

3
0

2

3

2

3
0

1

2

1

2

The starting β-method for perturbation is computed by taking β1 = 0 and to

calculate β2 from equation (2.45), we calculate the value of α3 as

α3 =
∑

bic
2
i = b1c

2
1 + b2c

2
2,

=
1

2
(
1

9
+

4

9
),

=
5

18
.

Using α3 in Equation (2.45), we get β2 as

β2 = − 1

36
. (2.49)

To maintain the classical order 2, we use

β1 = 0. (2.50)

The elementary weight form of equations (2.50) and (2.49) is∑
Bi = 0,∑

BiCi = − 1

36
.

(2.51)

The coefficients of Butcher table for explicit starting method of 2 stage for equa-

tion set (2.51) are given by
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0 0 0

C2 A21 0

B1 B2

By expanding equations (2.51), we get:

B1 +B2 = 0,

B2C2 = − 1

36
.

We choose C2 =
1

2
, and get the following starting method.

0 0 0

1

2

1

2
0

1

18
-

1

18

In the end, we calculate β−1 method as given in [11] to cancel the effects of

starting method.

0 -
1

18

1

18

1

2

4

9

1

18

−
1

18

1

18

2.6 Symplectic Runge-Kutta methods

Symplecticity is the property of preserving area of any system and when it is

combined with RK methods [19] to study the behaviour of Hamiltonian systems,

we get a new class of geometric integrators known as symplectic RK methods.

The relationship among the coefficients of RK method to be symplectic is

biaij + bjaji − bibj = 0, i, j = 1, · · · , s. (2.52)
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Proof : We take the quadratic invariant definition for a function f(z) as

zTMf(z) =< z, f(z) >= 0, ∀z. (2.53)

Here M is a symmetric matrix of square dimension. The above definition is

applied to RK method as

< Xi, f(Xi) >= 0.

The equations (2.3) and (2.4) become

< yn +
s∑
j=1

aijhf(Xj), f(Xi) >= 0,

< yn, f(Xi) >= −h
s∑
j=1

aij < f(Xj), f(Xi) > . (2.54)

In addition to this, the inner product of solution yn+1 is

< yn+1, yn+1 > =< yn +
s∑
i=1

bihf(Ki), yn +
s∑
i=1

bihf(Ki) >,

=< yn, yn > +h
s∑
i=1

bi < yn, f(Xi) > +h
s∑
i=1

bi

< f(Xi), yn > +h2

s∑
i,j=1

bibj < f(Xi), f(Xj) > . (2.55)

Using equations (2.54) and (2.55), we have

< yn+1, yn+1 > =< yn, yn > −h2

s∑
i,j=1

biaij < f(Xj), f(Xi) > −h2

s∑
i,j=1

bjaji

< f(Xj), f(Xi) > +h2

s∑
i,j=1

bibj < f(Xj), f(Xi) >,

=< yn, yn > −h2

s∑
i,j=1

(biaij + bjaji − bibj) < f(Xj), f(Xi) > .

So, for

< yn+1, yn+1 >=< yn, yn >,
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we get

h2

s∑
i,j=1

(biaij + bjaji − bibj) < f(Xj), f(Xi) >= 0.

As we know that

< f(Xj), f(Xi) >6= 0.

So,

h2

s∑
i,j=1

(biaij + bjaji − bibj) = 0

This proves that

biaij + bjaji − bibj = 0, ∀i, j = 1, 2, · · · , s.

2.7 Order conditions for symplectic RK meth-

ods

The trees of RK methods are catogorized into superfluous and non-superfluous

trees. These trees are used in reducing the number of order conditions for sym-

plectic RK methods. The structure of these trees is explained as follows.

Superfluous trees:

These are the trees that produce same rooted trees when we make any of neigh-

boring nodes to root of the tree [19].

As an example, let take a tree t1

u v t1

u(t1) v(t1)

The nodes u and v are next to each other. If we take any of root u or v as a root,

the resultant trees u(t) andv(t) become same. So, t1 tree will be a superfluous

tree.

Non-superfluous trees:

A tree in which two adjacent nodes can not generate an identical tree is named
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as non-superfluous tree [19].

As an example, consider the following tree t2

vu t2

Then u(t2) becomes a rooted tree when node u is assigned as root while, when

node v is taken as root we get different tree v(t2) as compared to u(t) as shown

below.

,

u(t2) v(t2)

In symplectic RK method case, superfluous trees do not take part in the order

condition while we select only one condition out of any set of non-superfluous

trees. That is the reason for having less number of conditions in symplectic

RK method than standard RK method. This reduction is caused by the use of

symplectic condition and the procedure of this reduction is explained as under.

biaij + bjaji − bibj = 0. (2.56)

Consider a superfluous tree belongs to order 2 condition. By taking summa-

tion over the symplectic condition provided in equation (2.56) along with bi = 1 as

∑
i,j

biaij +
∑
i,j

bjaji −
∑
i

bi
∑
j

bj = 0,

2
∑
i,j

biaij − 1 = 0,

∑
i,j

biaij =
1

2
.

So, this superfluous tree does not act as an order condition in symplectic RK

method.

Similarly, u is a non-superfluous tree. We multiply equation (2.56) by cj by

placing summation over i and j, so that, we have
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∑
i,j

biaijcj +
∑
i,j

bjcjaji −
∑
i

bi
∑
j

bjcj = 0,

∑
i,j

biaijcj +
∑
i,j

bjc
2
j −

1

2
= 0,

(
∑
i,j

biaijcj −
1

6
) + (

∑
i,j

bjc
2
j −

1

3
) = 0,

( − 1

6
) + ( − 1

3
) = 0.

We see from the above equations, if one of the above is satisfied, other will also

be satisfied. So, we take one of these non superfluous trees and remaining trees

will be thrown away.

When we look at order 4 trees, we see that tree is non-superfluous and

is superfluous. To develop the relationship between pair of non-superfluous

trees, we multiply equation (2.56) with c2
j by taking summation over i, j index as∑

i,j

biaijc
2
j +

∑
i,j

bjc
2
jaji −

∑
i

∑
j

bjc
2
j = 0,

∑
i,j

biaijc
2
j +

∑
i,j

bjc
3
j −

1

3
= 0,

(
∑
i,j

biaijc
2
j −

1

12
) + (

∑
i,j

bjc
3
j −

1

4
) = 0,

( − 1

2
) + ( − 1

4
) = 0.

Again we find that the satisfaction of one condition gives the satisfaction of other.

So we can take only one out of both.

Similarly, we multiply equation (2.56) with cj and ci for superfluous tree, we get∑
i,j

biciaijcj +
∑
i,j

bjcjajici −
∑
i

bici
∑
j

bjcj = 0,

2
∑
i,j

biciaijcj −
1

4
= 0,

∑
i,j

biciaijcj =
1

8
.
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For symplective RK method, the conditions based on superfluous trees will not

be considered as an order conditions, so we leave both of above trees. The num-

ber of order conditions of both standard RK and symplectic RK methods are

summarized in the following Table (2.10).

order RK methods Symplectic RK method
1 1 1

2 2 1

3 4 2

4 8 3

5 17 6

Table 2.10: Number of order conditions for standard and symplectic RK methods
up to order 5.

2.8 Derivation of order 3 symplectic RK method

Sanz-serna in [34] gave the general format of diagonally impilcit symplectic RK

method. By using this format for order 3, we can calculate the method by solving

only two conditions. The general format for order 3 is as under:

b1

2

b1

2

b1 +
b2

2
b1

b2

2

b1 + b2 +
b3

2
b1 b2

b3

2
b1 b2 b3

Table 2.11: General format of diagonally implicit symplectic RK method of or-
der 3.

Due to symplectic condition, only two order conditions will participate in the

construction of symplectic RK method. Expanded form of these two conditions
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are as follows:

b1 + b2 + b3 = 1, (2.57)

b1c
2
1 + b2c

2
2 + b3c

2
3 =

1

3
. (2.58)

By replacing the values of c1, c2, c3 using the general form of symlectic RK

method in Table (2.11), equation (2.58) gets the following form

b1(
b1

2
)2 + b2(b1 +

b2

2
)2 + b3(b1 + b2 +

b3

2
)2 =

1

3
. (2.59)

Sanz-serna used b1 = b3 in equations (2.57) and (2.59) and solved them to get

the values of b1 = b3 =
1

3
(2 + 2

1

3 + 2
−

1

3 ) and b2 = −1

3
(1 + 2

4

3 + 2

2

3 ). These

values confirm the symplectic condition provided in equation (2.52) and all 4

order conditions of standard RK3 method.

2.9 Symplectic effective order RK methods

The effective order of symplectic RK methods was first developed by Butcher and

Gulshad in [16, 26]. Here, we present the derivation of symplectic RK method

with two stages. We can move towards this construction by utilizing effective or-

der conditions Table (2.9) for RK method and applying the symplectic conditions

on equations set (2.39) to (2.42). In these equations, α2 links to superfluous tree,

so this order condition is satisfied automatically. Moreover, in equation linked

to non-superfluous trees (α3 + α4 =
1

2
), we can skip any tree out of α3 and α4

and hence we choose the condition (α3 =
1

3
). Now we have to equations for the

construction of effective order method as

α1 = 1, (2.60)

α3 =
1

3
. (2.61)

We know that, any effective order technique involves starting method, main

method, and finishing method. First we present the Butcher table for main

method as under
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c1 a11 a12

c2 a21 a22

b1 b2

By expanding equations (2.60) and (2.61) in component form as:

2∑
i=1

bi = b1 + b2 = 1, (2.62)

2∑
i=1

bic
2
i = b1c

2
1 + b2c

2
2 =

1

3
. (2.63)

Solving equations (2.62) and (2.63) along with consistency and symplectic condi-

tion, we get the following set of Butcher’s coefficients with c1 as free parameter:

b1 =
1

4(3c2
1 − 3c1 + 1)

,

b2 =
3(1 + 4c2

1 − 4c1)

4(3c2
1 − 3c1 + 1)

,

a11 =
1

8(3c2
1 − 3c1 + 1)

,

a22 =
3(1 + 4c2

1 − 4c1)

8(3c2
1 − 3c1 + 1)

,

a12 =
24c3

1 − 24c2
1 + 8c1 − 1

8(3c2
1 − 3c1 + 1)

,

a21 = − 12c2
1 − 18c1 + 7

24(2c1 − 1)(3c2
1 − 3c1 + 1)

,

c2 =
3c1 − 2

3(2c1 − 1)
.

For main method (α)-method, we take c1 =
1

4
and the Butcher table will become

1
4

2
7
− 1

28

5
6

13
21

3
14

4
7

3
7
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Lastly, starting and finishing methods of symplectic nature are developed. As

discussed earlier that for all symplectic RK method for s ≤ 3, we use diagonally

implicit configuration of Butcher table as under

B1 B1 0

B2 2B1 B2 − 2B1

2B1 2B2 − 4B1

We take B1 =
1

6
to find the starting method as

1
6

1
6

0

1
6

1
3
−1

6

1
3
−1

3

The coefficients of β−1 table are calculated by using inverse table provided in [11]

1
6
−1

6
1
3

1
6

0 1
6

−1
3

1
3

A complete compose table of composition βαβ−1 takes the form

1
6

1
6

0 0 0 0 0

1
6

1
3
−1

6
0 0 0 0

1
4

1
3
−1

3
2
7
− 1

28
0 0

5
6

1
3
−1

3
13
21

3
14

0 0

7
6

1
3
−1

3
4
7

3
7

−1
6

1
3

7
6

1
3
−1

3
4
7

3
7

0 1
6

1
3
−1

3
4
7

3
7

−1
3

1
3

The coefficients of above table satisfy both conditions, i.e., symplectic and order

conditions of standard RK method of order 3.
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2.10 Conclusion

In this chapter, we discussed the detailed work already done in the field of RK

methods. We started from the Runge work of extending the Euler’s scheme to

approximate the solution of ordinary differential equations. His approach was

to use Taylor’s series upto higher derivatives to get more accurate method. We

gave Taylor’s method approach to solve any system of differential equation. Later

on, we presented the process of finding out the order conditions required for the

construction of a RK method. As this procedure becomes complex as order of

method goes higher, we are required a new way to calculate these order condi-

tions easily. We explored the modern theory of rooted trees presented by J. C.

Butcher to develop order conditions of RK methods.

In the next part of the chapter, we explained all aspects of this rooted tree theory

by giving details regarding rooted trees, elementary weights, elementary differ-

entials, density, etc. With the help of this theory, we explained and calculated

the order conditions of RK4 and by solving these order conditions, we calculated

classic explicit RK 4 method using simplifying assumptions. In the last part of

the chapter, we moved towards the most recent development in RK methods un-

der the name of effective order of RK methods. We presented all those details

that are essential in the construction of an effective order. Use of B-series and

composition of two RK methods is explained both in algebraic and graphical way.

In the end, we constructed an effective order RK method with order three using 2

stages. Symplectic RK methods are also discussed in detail along with the order

conditions and role of super and non-superfluous trees for Hamiltonian systems.

Lastly, we discussed a very latest development in symplectic RK methods and

that is the construction of effective order for symplectic RK methods. With the

help of this technique, we saw that order 3 method with 2 stages can be con-

structed. This gives us 1 stage benefit than standard symplectic RK method.

In the next chapters, we shall use this effective order technique to RKN methods

and PRK methods to present new ideas in this field.
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Chapter 3

The effective order of RKN

methods

In many practical situations, we deal with system of differential equations con-

taining second order derivatives. The general expression of these type of equations

is given by

y
′′

= f(x, y, y
′
). (3.1)

A very simple representation of such system in Newton’s second law of motion

in which force is directly connected with acceleration. As acceleration is the

second derivative of displacement, so when we link this force with any physical

phenomenon, this will result in second order differential equation. As in the case

of Hook’s law, the force is directly proportional to displacement x and can be

expressed mathematically as follows:

F = −kx,

ma = −kx,
d2x

dt2
= − k

m
x.

(3.2)

Although any differential equation or system of differential equations containing

second order can be solved by classic RK schemes by converting that equation or

systems in to first order but in 1925, Nyström presented the method which can

solve such type of differential equations directly with out converting them into

the first order. Such direct methods are known as Runge–Kutta Nyström (RKN)

methods [23].
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In this chapter, we have presented the techniques to develop a new class of RKN

methods which is termed as effective order of RKN methods. We have presented

some effective order conditions of RKN up to order 5 along with various combi-

nations of starting and main methods. These combinations can be very useful for

researchers to develop effective order RKN methods up to order 5. The following

sections will lead us towards such type of conditions.

• Algebraic structure of solution scheme.

• Derivatives of exact solution and their connection with trees.

• Order conditions of RKN up to order 5.

• Pruning of special Nyström trees.

• Composition of two RKN methods.

• Inverse of RKN method.

• Effective order conditions of RKN methods.

3.1 Algebraic structure of solution scheme

We have considered the following autonomous system of second order ordinary

differential equations (ODEs).

y
′′

= f(y), y(x0) = y0, y
′
(x0) = y

′

0, (3.3)

where y∈ RN and f : RN −→ RN . Such system of ODEs can be solved either

with standard RK methods by converting them into the corresponding first order

system of ODEs or by RKN methods that solve such systems directly. The

solution of (3.3) with an s-stage RKN method [A b̄ b c] is

Ki = y0 + cihy
′

0 + h2

s∑
j=1

aijf(kj),

y1 = y0 + hy
′

0 + h2

s∑
i=1

b̄if(ki),

y
′

1 = y
′

0 + h
s∑
i=1

bif(ki).

(3.4)
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Where, Ki are internal stages, bi and b̄i are quadrature weights, ci are quadrature

nodes and A = (aij)s×s denotes the matrix of s-stage RKN method. The Butcher

table for RKN methods is

c A

b̄T

bT

3.2 Derivatives of exact solution and their con-

nection with trees

As in the case with all numerical methods, the order of a RKN method is obtained

by comparing the numerical solution with Taylor’s series of exact solution. The

exact solution contains the higher derivations of given system. The order of

derivatives involved in any scheme depicts the order of method. The procedure

of taking derivatives obeys chain rule and it becomes more and more complicated

as order of the method increases.

Consider the following second order differential equation.

y
′′

= f(y, y
′
), y(x0) = y0, y

′
(x0) = y

′

0. (3.5)

The repetitive procedure of taking derivatives of equation (3.5) is as follows:

y
′
= y

′
,

y
′′

= f,

y
′′′

=
∂f

∂y
· y′ + ∂f

∂y′
· f,

yiv =
∂2f

∂y2
· (y′ , y′) +

∂f

∂y′∂y
· (f, y′) +

∂f

∂y
· f +

∂2f

∂y∂y′
· (y,, f) + · · ·

∂2f

∂y′2
· (f, f) +

∂f

∂y′
· ∂f
∂y
· y′ + ∂f

∂y′
· ∂f
∂y′
· f.

(3.6)

We can see that from above set of equations (3.6) as order of derivation increases,

complexity of terms also increases. This problem was overcome by rooted tree

concept presented by Butcher [11], in which he had linked the vertices of trees with
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derivative terms of RK methods. On the same pattern, Hairer presented rooted

tree for RKN methods. In case of these methods, we have Nyström trees whose

vertices are either fat (t= ) or meager (t= ). The terms having derivatives with

respect to y are represented by meager vertex while terms containing derivatives

with respect to y
′

are represented by fat vertex . For the system (3.3), we use

Special Nyström (SN) trees where we take only fat vertices as root of each rooted

tree [23]. Moreover, the trees connected with derivatives of equation set (3.6) are

presented in Table 3.1.

Derivative terms Trees

y
′′

y
′′′

yiv

Table 3.1: Derivative terms and corresponding rooted trees up to order 4.

3.3 Order conditions of RKN up to order 5

The order of RKN method is obtained by comparing Taylor’s series of y1, y
′
1 with

true solutions y(x0 +h) and y
′
(x0 +h). Based on the algebraic theory of group of

RK methods due to Butcher [7], the elements of RKN group are functions from

Nyström trees to elementary weights associated to order conditions. Thus for

any α ∈ G acts on a Nyström tree as α(ti) = αi, such that, we have, for example,

α8 = α(t8) = α

( )
=
∑

bici
4.

These conditions can be formed by relating elementary weight function Φ(ti) with

density value γ(ti). The governing equation that creates the conditions is

bi · Φ(ti)=
1

γ(ti)
.
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For RKN methods, we use thirteen order conditions as illustrated in [23]. A

complete detail of all these conditions along with their relevant order is presented

in Table 3.2.

ti Trees order γ(ti) Φ(ti) =
1

γ(ti)

t1 1 1
∑
bi=1

t2 2 2
∑
bici =

1

2

t3 3 3
∑
bic

2
i =

1

3

t4 3 6
∑
biaij =

1

6

t5 4 4
∑
bic

3
i =

1

4

t6 4 8
∑
biciaij =

1

8

t7 4 24
∑
biaijcj =

1

24

t8 5 5
∑
bic

4
i =

1

5

t9 5 10
∑
bic

2
i aij =

1

10

t10 5 20
∑
biaijaik =

1

20

t11 5 30
∑
biciaijcj =

1

30

t12 5 60
∑
biaijc

2
j =

1

60

t13 5 120
∑
biaijajk =

1

120

Table 3.2: Rooted trees and Order conditions up to order 5.
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Equations involving coefficients of Butcher’s tableau can be derived by expand-

ing order conditions provided in the last column of Table 3.2. These coefficient

are used in solution scheme provided in equation set (3.4). For example, the

component form of order conditions up to order 4 for an explicit RKN method is

presented in the following set of equations:

b1 + b2 + b3 + b4 = 1,

b2c2 + b3c3 + b4c4 =
1

2
,

b2c
2
2 + b3c

2
3 + b4c

2
4 =

1

3
,

b2a21 + b3(a31 + a32) + b4(a41 + a42 + a43) =
1

6
,

b2c
3
2 + b3c

3
3 + b4c

3
4 =

1

4
,

b2c2a21 + b3c3(a31 + a32) + b4c4(a41 + a42 + a43) =
1

8
,

b3a32c2 + b4(a42c2 + a43c3) =
1

24
.

(3.7)

We are only dealing with Explicit RKN methods, therefore the coefficient c1 =

a11 = a22 = a33 = a44 = 0 in equations set (3.7). By solving these equations

along with consistency condition
∑
aij =

c2
i

2
, we can form RKN method of order

four with three or four stages.

For effective order RKN, we need to develop effective order conditions for RKN

so that we are able to develop order 4 method with two stages or order 5 with

3 stages. In [23], RKN method of order four and five with three stages and four

stages, respectively, is already constructed from classical order conditions pre-

sented in Table 3.2. For effective order conditions we need to make composition

of two methods. This composition can be obtained by pruning of trees and al-

gebraically. Both compositions must give the same result. We can assign two

elements α, β ∈ G to RKN methods M and S, respectively, for pruning of trees

and for their algebraic composition.
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3.4 Pruning of special Nyström trees.

For the two RKN methods M and S, their composition for the tree t7 is given as

βα

( )
= β7 + α4 + β2α2 − β3α1 + β2α1 + α7. (3.8)

The terms on right hand side of the equation (3.8) are obtained from Table 3.3.

The pruning of a SN tree t yields sub-trees u and t \ u, such that t \ u is the

remaining set of trees when u is chopped off t. Columns of Table 3.3 show the

procedure of different cuts and their resultant trees as follows:

1 2 3 4 5 6

t

u

t \ u

term α7 α4 β2α2 β2α1 −β3α1 β7

Table 3.3: Calculation for the term βα(t7).

• In column 1, we cut nothing from tree t so t \ u is empty and u contains

the whole tree t7.

• In column 2, we cut the edge joining the meager and fat vertex. So, u

contains t4 while t\u contains a single meager vertex. As we are considering

only SN trees, where meager vertex cannot be a root of a tree. So, by

ignoring the meager vertex tree and considering the order condition of t4

only, we get the term α4.

• In column 3, we cut the edge joining fat and meager vertex. The result

consists of tree t2 in both u and t \ u and the term we get is β2α2.
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• In column 4, when a meager vertex appears between two fat vertices, we

cut this meager vertex itself. We get t1 in u and t2 in t \ u, thus giving us

the term β2α1.

• In column 5, we cut the edge between the meager and fat vertex. Thus u

becomes a fat vertex only and t\u has a tree whose root is a meager vertex.

However, we do not take a meager vertex as a root. So we assign the root

to the nearest fat vertex and the tree becomes . Moreover, we change

the sign from +ve to -ve of the associated functions α(ti) and β(ti). Thus

we get the term −β3α1.

• In column 6, a complete tree is removed, so u is an empty tree and t \ u is

the tree itself and the term we get is β7.

3.5 Composition of two RKN methods

The two RKN methods are composed in such a way that first method enhances

solution from y0 to y1, while second method took the solution from y1 to y2. Thus

in the end we get a combined composed form of two methods which will help us

in the construction of different sub trees . Consider the following 3-stage RKN

methods M and S having Butcher tableau’s:

M -method:

c1 a11 a12 a13

c2 a21 a22 a23

c3 a31 a32 a33

b1 b2 b3

b1 b2 b3

, S-method:

C1 A11 A12 A13

C2 A21 A22 A23

C3 A31 A32 A33

B1 B2 B3

B1 B2 B3

.

Now, we first apply M -method using solution scheme (3.4) to up lift solution
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from y0 to y1 and y
′
0 to y

′
1 as:

K1 = y0 + hc1y
′

0 + h2[a11f(K1) + a12f(K2) + a13f(K3)],

K2 = y0 + hc2y
′

0 + h2[a21f(K1) + a22f(K2) + a23f(K3)],

K3 = y0 + hc3y
′

0 + h2[a31f(K1) + a32f(K2) + a33f(K3)],

y1 = y0 + hy
′

0 + h2[b1f(K1) + b2f(K2) + b3f(K3)],

y
′

1 = y
′

0 + h[b1f(K1) + b2f(K2) + b3f(K3)].

(3.9)

S-method is applied on y1 & y
′
1 to get y2 & y

′
2 by using solution Scheme (3.4)

again as:

L1 = y1 + hC1y
′

1 + h2[A11f(L1) + A12f(L2) + A13f(L3)],

L2 = y1 + hC2y
′

1 + h2[A21f(L1) + A22f(L2) + A23f(L3)],

L3 = y1 + hC3y
′

1 + h2[A31f(L1) + A32f(L2) + A33f(L3)],

y2 = y1 + hy
′

1 + h2[B1f(L1) +B2f(L2) +B3f(L3)],

y
′

2 = y
′

1 + h[B1f(L1) +B2f(L2) +B3f(L3)].

(3.10)

Now we place the values of y1 and y
′
1 from equation (3.9) into L1, L2, L3, y2, and

y
′
2 of equation (3.10) to get a composed table of two methods which will uplift

the solution from y0 to y2. The simplified form of such composition is expressed

in the following system:

L1 = y0 + h(1 + C1)y
′

0 + h2[(b1 + b1C1)f(K1) + (b2 + b2C1)f(K2) + · · ·

(b3 + b3C1)f(K3) + A11f(L1) + A12f(L2) + A13f(L3)],

L2 = y0 + h(1 + C2)y
′

0 + h2[(b1 + b1C2)f(K1) + (b2 + b2C2)f(K2) + · · ·

(b3 + b3C2)f(K3) + A21f(L1) + A22f(L2) + A23f(L3)],

L3 = y0 + h(1 + C3)y
′

0 + h2[(b1 + b1C3)f(K1) + (b2 + b2C3)f(K2) + · · ·

(b3 + b3C3)f(K3) + A31f(L1) + A32f(2) + A33f(L3)],

y2 = y0 + 2hy
′

0 + h2[(b1 + b1)f(K1) + (b2 + b2)f(K2) + (b3 + b3)f(K3) + · · ·

B1f(L1) +B2f(L2) +B3f(L3)],

y
′

2 = y
′

0 + h[b1f(K1) + b2f(K2) + b3f(K3) +B1f(L1) +B2f(L2) +B3f(L3)].

(3.11)

The combined table of above composed scheme (3.11) is
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c1 a11 a12 a13 0 0 0

c2 a21 a22 a23 0 0 0

c3 a31 a32 a33 0 0 0

1 + C1 b1 + b1C1 b2 + b2C1 b3 + b3C1 A11 A12 A13

1 + C2 b1 + b1C2 b2 + b2C2 b3 + b3C2 A21 A22 A23

1 + C3 b1 + b1C3 b2 + b2C3 b3 + b3C3 A31 A32 A33

b1 + b1 b2 + b2 b3 + b3 B1 B2 B3

b1 b2 b3 B1 B2 B3

Table 3.4: Combined composed table of MS scheme.

where b̄i = bi(1 − ci) [23] is a simplifying assumption of RKN methods. The

algebraic verification of the order condition related to the tree by using the

compact form of composition Table (3.4) is as follows

∑
biaijcj =

(
bi Bi

)( aij 0

b̄i + biCi Aij

)(
ci

1 + Ci

)
,

=
(
biaij +Bi(b̄i + biCi) BiAij

)( ci

1 + Ci

)
,

= biaijcj +Bici(bi − bici + biCi) +BiAij +BiAijCj,

= biaijcj +BiAij + biciBiCi − bic2
iBi + biciBi +BiAijCj,

= β7 + α4 + β2α2 − β3α1 + β2α1 + α7,

= βα

( )
. (3.12)

In above verification of different sub-trees of t7, it should be noted that small

letter coefficients are the part of M -method and these sub trees are represented

by βi while coefficient represented by capital letters belong to S-method and there

sub-trees are represented by αi. We shall use same method of pruning of all SN

trees up to order 5 for construction of effective order conditions of RKN-method.
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3.6 Inverse of RKN method

In the previous section, we have constructed the composition of two RKN meth-

ods, which is basically forms a multiplicative operation of RKN group. In this

section we are going to present identity element and inverse for an equivalence

class of RKN. Here, we consider method M0 as an identity element that maps an

initial value to an equal value provided by a given continuous function keeping

h is very small in such a way that for any RKN method M , the composition or

multiplicative operations of [M0 ·M ] = [M ·M0] = [M ]. For our convenience,

we take this identity class as 1. To prove the existence of identity class, we need

to construct an inverse of RKN method M such that the composition of this

method with its inverse will lead us to identify an equivalence identity class. For

the construction of inverse RKN (M−1), we start from method M and its one step

movement as described in equation (3.9). This will lead our initial solution from

y0 to y1. From this scheme, we shall develop a Butcher’s table, which enables to

move back from y1 to initial solution y0. The procedure starts as follows:

M -method:

c1 a11 a12 a13

c2 a21 a22 a23

c3 a31 a32 a33

b1 b2 b3

b1 b2 b3

Now, we first apply M -method using solution scheme (3.4) to update solution

from y0 to y1 as:

K1 = y0 + hc1y
′

0 + h2[a11f(K1) + a12f(K2) + a13f(K3)], (3.13)

K2 = y0 + hc2y
′

0 + h2[a21f(K1) + a22f(K2) + a23f(K3)], (3.14)

K3 = y0 + hc3y
′

0 + h2[a31f(K1) + a32f(K2) + a33f(K3)], (3.15)

y1 = y0 + hy
′

0 + h2[b1f(K1) + b2f(K2) + b3f(K3)], (3.16)

y
′

1 = y
′

0 + h[b1f(K1) + b2f(K2) + b3f(K3)]. (3.17)
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From equation (3.17), we get y
′
0 as

y
′

0 = y
′

1 − h[b1f(K1) + b2f(K2) + b3f(K3)]. (3.18)

From equation (3.16), we take the value of y0 and place y
′
0 in it from equation

(3.18) as under

y0 = y1 − hy
′

0 − h2[b1f(K1) + b2f(K2) + b3f(K3)],

y0 = y1 − h[y
′

1 − h[b1f(K1) + b2f(K2) + b3f(K3)]]− h2[b1f(K1) + b2f(K2) + b3f(K3)],

y0 = y1 − hy
′

1 − h2[(b1 − b1)f(K1) + (b2 − b2)f(K2) + (b3 − b3)f(K3)]. (3.19)

Now using equations (3.18) and (3.19) in equations (3.13), (3.14) and (3.15), we

get

K−1
1 = y1 + h(c1 − 1)y

′

1 + h2[(b1(1− c1)− b1 + a11)f(K1) + · · ·

(b2(1− c1)− b2 + a12)f(K2)] + (b3(1− c1)− b3 + a13)f(K3)], (3.20)

K−1
2 = y1 + h(c2 − 1)y

′

1 + h2[(b1(1− c2)− b1 + a21)f(K1) + · · ·

(b2(1− c2)− b2 + a22)f(K2)] + (b3(1− c2)− b23 + a23)f(K3)], (3.21)

K−1
3 = y1 + h(c3 − 1)y

′

1 + h2[(b1(1− c3)− b1 + a31)f(K1) + · · ·

(b2(1− c3)− b2 + a32)f(K2)] + (b3(1− c3)− b33 + a33)f(K3)]. (3.22)

The equations (3.18) to (3.22) forms M−1 method and whose Butcher’s table is

as follows:

c1 − 1 b1(1− c1)− b1 + a11 b2(1− c1)− b2 + a12 b3(1− c1)− b3 + a13

c2 − 1 b1(1− c2)− b1 + a21 b2(1− c2)− b2 + a22 b3(1− c2)− b3 + a23

c3 − 1 b1(1− c3)− b1 + a31 b2(1− c3)− b2 + a32 b3(1− c3)− b3 + a33

b1 − b1 b2 − b2 b3 − b3

−b1 −b2 −b3

Table 3.5: Inverse of RKN of order 3.

The general form of inverse of RKN method for s-stages is represented by following

Butcher’s table:
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c1 − 1 b1(1− c1)− b1 + a11 b2(1− c1)− b2 + a12 · · · bs(1− c1)− bs + a1s

c2 − 1 b1(1− c2)− b1 + a21 b2(1− c2)− b2 + a22 · · · bs(1− c2)− bs + a2s

...
...

...
. . .

...

cs − 1 b1(1− cs)− b1 + as1 b2(1− cs)− b2 + as2 · · · b3(1− cs)− bs + ass

b1 − b1 b2 − b2 · · · bs − bs
−b1 −b2 · · · −bs

Table 3.6: General form of s-stage inverse RKN.

The table above holds the consistency conditions
∑ c2

i

2
=
∑
aij by using RKN

conditions
∑
bi =

1

2
and

∑
bi = 1. This method reverse the action of method M ,

so it is denoted by M−1 and composition of this inverse method with M -method

will result as identity equivalence class. The following theorem will prove this

result.

Theorem 1. Let M denotes an RKN-method, then [M ·M−1] = [M−1 ·M ] = 1

Proof. First, we present the composition of MM−1 by placing the values of y1

and y
′
1 from equations (3.16) and (3.17) of M -method in equations (3.20) to

(3.22) for stages along with in equations (3.18) and (3.19) for bT and b
T

of M−1

method, respectively. This will give us composition of MM−1 for three stages

and is complied in the following butcher’s table.

c1 a11 a12 a13 0 0 0

c2 a21 a22 a23 0 0 0

c3 a31 a32 a33 0 0 0

c1 b1 + b1(c1 − 1) b2 + b2(c1 − 1) b3 + b3(c1 − 1) b1(1− c1)− b1 + a11 b2(1− c1)− b2 + a12 b3(1− c1)− b3 + a13

c2 b1 + b1(c2 − 1) b2 + b2(c2 − 1) b3 + b3(c2 − 1) b1(1− c2)− b1 + a21 b2(1− c2)− b2 + a22 b3(1− c2)− b3 + a23

c3 b1 + b1(c3 − 1) b2 + b2(c3 − 1) b3 + b3(c3 − 1) b1(1− c3)− b1 + a31 b2(1− c3)− b2 + a32 b3(1− c3)− b3 + a33

b1 + b1 b2 + b2 b3 + b3 b1 − b1 b2 − b2 b3 − b3

b1 b2 b3 −b1 −b2 −b3

Table 3.7: Composition table of MM−1.
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Now, for the composition of M−1M , we start from equations (3.18) and (3.19)

by taking the values of y
′
0 and y0 from M−1 method and placing it in equations

(3.13) to (3.17) to get composed form of M−1M and is represented in the following

Butcher’s table.

c1 − 1 b1(1− c1)− b1 + a11 b2(1− c1)− b2 + a12 b3(1− c1)− b3 + a13 0 0 0

c2 − 1 b1(1− c2)− b1 + a21 b2(1− c2)− b2 + a22 b3(1− c2)− b3 + a23 0 0 0

c3 − 1 b1(1− c3)− b1 + a31 b2(1− c3)− b2 + a32 b3(1− c3)− b3 + a33 0 0 0

c1 − 1 b1(c1 − 1)− b1 b2(c1 − 1)− b2 b3(c1 − 1)− b3 a11 a12 a13

c2 − 1 b1(c2 − 1)− b1 b2(c2 − 1)− b2 b3(c2 − 1)− b3 a21 a22 a23

c3 − 1 b1(c3 − 1)− b1 b2(c3 − 1)− b2 b3(c3 − 1)− b3 a31 a32 a33

−b1 −b2 −b3 b1 b2 b3

−b1 −b2 −b3 b1 b2 b3

Table 3.8: Composition table of M−1M .

Each of above composition is P -reducible toM andM−1, respectively, as (
∑
aij)M=

(
∑
aij)M−1 and (

∑
bi)M= (

∑
bi)M−1 for each composition. Thus each method

lies in equivalence class 1.

3.7 Effective order conditions of RKN methods

For the construction of effective order RKN methods up to certain accuracy, we

need starting and finishing RKN methods, both of which are applied only once.

A RKN method M of classical order q needs starting method S and a finishing

method S−1 so that SMS−1 has the required effective order q. This in turn

implies the following relationship must be established for all trees up to order q

as shown in Table 3.9.

βα(t) = Eβ(t),
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where E represents the exact flow and is given as

E(t) =
1

γ(t)
,

where γ(t) is the density of tree t.

ti tree (βα)(ti) (Eβ)(ti)

t1 β1 + α1 1 + β1

t2 β2 + α1 + α2
1

2
+ β1 + β2

t3 β3 + 2α2 + α1 + α3
1

3
+ β1 + 2β2 + β3

t4 β4 + α2β1 + α1β1 − α1β2 + α4
1

6
+

1

2
β1 + β2 + β4

t5 β5 + 3α3 + 3α2 + α1 + α5
1

4
+ β1 + 3β2 + 3β3 + β5

t6 β6 + β1α3 + 2β1α2 + β2α2 + α4 + β1α1 − β2α1 + α6
1

8
+

1

2
β1 +

3

2
β2 + β3 + β4 + β6

t7 β7 + α4 + β2α2 − β3α1 + β2α1 + α7
1

24
+

1

6
β1 +

1

2
β2 + β4 + β8

t8 β8 + 4α5 + 6α3 + 4α2 + α1 + α8
1

5
+ β1 + 4β2 + 6β3 + 4β5 + β8

β9 + β1α5 + 3β1α3 − β2α3 + 2α6 + α4 + 3β1α2 − 2β2α2 · · ·
1

10
+

1

2
β1 + 2β2 +

5

2
β3 + β4 + β5 + 2β6 + β9

t9 +β1α1 − β2α1 + α9

β10 + 2β1α6 + 2β1α4 − 2β2α4 + β2
1α3 + 2β2

1α2 · · ·
1

20
−

1

4
β1 + β2 + β3 + β4 + 2β6 + β10

t10 −2β1β2α2 + β2
1α1 − 2β1β2α1 + β2

2α1 + α10

t11 β11 + α7 + α6 + α4 + β2α3 + 2β2α2 − β3α2 + β2α1 − β3α1 + α11
1

30
+

1

6
β1 +

2

3
β2 +

1

2
β3 + β4 + β6 + β7 + β11

t12 β12 + 2α7 + α4 + β3α2 + β3α1 − β5α1 + α12
1

60
+

1

12
β1 +

1

3
β2 + β4 + 2β7 + β12

t13 β13 + β1α7 + β1α4 − β2α4 + β4α2 + β4α1 − β7α1 + α13
1

120
+

1

8
β1 +

1

6
β2 +

1

2
β4 + β7 + β13

Table 3.9: βα and Eβ for trees up to order 5.
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Comparison of the last two columns of Table 3.9 results in effective order con-

ditions containing α′s in terms of β′s and with the help of these conditions we

can calculate starting and main methods of different order. A complete list of

effective order conditions for all trees of order up to 5 is provided in Table 3.10.

q Effective order conditions

1 α1 = 1

2 α2 = β1 −
1

2

3 α3 =
1

3
+ 2β2 − β1

α4 =
1

6
+ 2β2 − β2

1

4 α5 = −
1

4
+ 3β3 − 3β2 + β1

α6 = −
1

24
+ β4 + β3 +

1

6
β1 − β1β2

α7 = −
3

24
+ β4 + β3 − 2β2 +

1

6
β1 + β2

1 − β1β2

5 α8 =
1

5
+ 4β5 − 6β3 + 4β2 − β1

α9 =
1

60
+ 2β6 + β5 − β4 +

1

2
β3 +

1

3
β2 −

1

12
β1 + 2β2

2 − 3β1β3

α10 =
1

20
− 3β2β1 + 2β6 + 3β2

2 − 2β1β3 + β3
1 −

2

3
β2
1 + β4 + β3 − 2β1β4 +

4

3
β2

α11 =
1

30
+ β7 + β6 − β4 − β3 +

1

3
β2−

1

6
β1 + β2β1 + β1β3 − 2β2

2

α12 =
1

10
+ 2β7 − β4 +

7

3
β2−

1

4
β1 −

5

2
β3 + β5 − β1β3 − β2

1 + 2β2β1

α13 =
1

120
+ 2β7 +

1

3
β2 +

1

12
β1 − 2β1β4 + 2β2

2 −
1

6
β2
1 − β1β3

Table 3.10: Effective order conditions up to order 5 on α in terms of β .

We can obtain RKN methods M , S and S−1 by carefully selecting different values

of β to ensure classical order p for the main method M and effective order q for

the composition SMS−1 as given in Table 3.11.
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q p Order conditions for main method Order conditions for starting method

3 2 α1 = 1, α2 =
1

2
, 6(α3 − α4) = 1 β1 = 1, β2 =

1

2
α3 +

1

3

4 2 α1 = 1, α2 =
1

2
, 6α3 − 6α4 = 1, β1 = 1, β2 =

1

3
+

1

2
α3,

4α7 − 4α6 + 4α3 = 1, β3 =
1

12
+

1

2
α3 +

1

3
α5,

β4 =
1

8
−

1

3
α5 + α6,

4 3 α1 = 1, α2 =
1

2
, α3 =

1

3
, α4 =

1

6
β1 = 1, β2 =

1

2
, β3 =

1

4
+

1

3
α5

12α6 − 12α7 = 1, β3 =
1

4
+

1

3
α5

β4 =
1

8
−

1

3
α5 + α6

5 2 α1 = 1, α2 =
1

2
β1 = 1, β2 =

1

3
+

1

2
α3

36α10 − 36α9 + 9α8 + 6α3 − 9α2
3 = 1 β3 =

1

12
+

1

2
α3 +

1

3
α5

30α12 − 60α11 + 30α9 − 15α8 · · · β4 =
1

8
−

1

3
α5 + α6

+30α5 − 15α3 − 45α2
3 = −4 β5 = −

1

120

1

4
α8 +

1

4
α3 +

1

2
α5

180α13 − 360α11 + 180α9 − 45α8 · · · β6 =
3

80
+

1

2
α6 −

1

8
α8 +

1

12
α3 −

1

4
α2
3 +

1

2
α9

+180α6 + 60α5 − 30α3360α2
3 = −14 β7 = −

1

720
−

1

12
α3 +

1

2
α6 +

1

8
α8 · · ·

+
3

4
α2
3 −

1

2
α9 −

1

3
α5 + α11

5 3 α1 = 1, α2 =
1

2
, α3 =

1

3
, α4 =

1

6
β1 = 1, β2 =

1

2
, β3 =

1

4
+

1

3
α5, β4 =

1

8
−

1

3
α5 + α6,

12α7 − 12α6 = −1; 4α10 − 4α9 + α8 = 0; β5 =
3

40
+

1

2
α5 +

1

4
α8

10α12 − 20α11 + 10α9 − 5α8 + 10α5 = 2 β6 =
1

2
α9 +

3

80
−

1

8
α8 +

1

2
α6

60α13 − 120α11 + 60α9 − 15α8 + 60α6 + 20α5 = 12 β7 =
13

240
+

1

2
α6 −

1

2
α9 +

1

8
α8−

1

3
α5 + α11

5 4 α1 = 1, α2 =
1

2
, α3 =

1

3
, α4 =

1

6
, β1 = 1, β2 =

1

2
, β3 =

1

3
;β4 =

1

6

α5 =
1

4
, α6 =

1

8
, α7 =

1

24
β5 =

1

5
+

1

4
α8,

4α10 − 4α9 + α8 = 0 β6 =
1

10
−

1

8
α8 +

1

2
α9

20α12 − 40α11 + 20α9 − 10α8 = −1, β7 =
1

30
+ α11 +

1

8
α8−

1

2
α9

120α13 − 240α11 + 120α9 − 30α8 = −1

Table 3.11: Effective order q, classical order p conditions for main and starting
methods.

3.8 Conclusions

In this chapter, we extended the idea of effective order to RKN methods and

provided a classification of effective order conditions up to order 5. Explanation

regarding the group structure of RKN methods is discussed by using composition

and inverse of RKN method. Existence of identity class is also proved through

composition of RKN method with its inverse.
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Chapter 4

The effective order methods for

PRK method

In Chapter 2, we discussed the effective order techniques for RK methods. In this

chapter, we shall apply those techniques to construct effective order of Partitioned

Runge-Kutta (PRK) methods, symplectic and mutually adjoint PRK methods

for Hamiltonian type systems of differential equations. Thus for the effective

order PRK methods, we construct two main methods together with two starting

and two finishing methods. The conditions for effective order up to 5 are derived

in this chapter. With these conditions we can construct methods with effective

order 2 ≤ q ≤ 5 such that the main method has classical order 2 ≤ p ≤ 4.

Moreover, we have constructed an effective order 4 method with 3 stages. This

results in obvious reduction of the implementation cost because, order 4 RK

methods require 4 stages and it is a well known fact that if a PRK method is

of order 4, both RK methods that comprise the PRK method will be of order

4 and hence requires 4 stages [21, 34]. Also, a family of explicit symplectic and

mutually adjoint symplectic PRK methods are derived with effective order 3 for

the numerical integration of the separable Hamiltonian systems. The numerical

experiments on these systems through explicit symplectic and mutually adjoint

symplectic PRK methods confirm good energy conservation, which confirms the

efficiency of these methods.
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4.1 Algebraic structure of PRK methods

Consider a separable system of initial value problem(
y

z

)′
=

(
f(z)

g(y)

)
, y(x0) = y0, z(x0) = z0. (4.1)

Such systems arise frequently in Hamiltonian Mechanics. In order to solve such

systems, it is natural to use PRK methods for the numerical approximation.

Thus, we take two s-stages RK methods M = [A b c] and M̃ = [Ã b̃ c̃] and

solve system (4.1) such that the y-components are numerically integrated by M

and the z-components with M̃ as follows

Yi = yn + h

s−1∑
j=1

aijf(Zj), Zi = zn + h
s∑
j=1

ãijg(Yj) i = 1, 2, ..., s,

yn+1 = yn + h
s∑
j=1

bjf(Zj), zn+1 = zn + h
s∑
j=1

b̃jg(Yj),

(4.2)

where, Yi and Zi are the stages for the y and z variables, bi and b̃i are quadrature

weights, ci and c̃i are quadrature nodes, a = (aij)s×s and ã = (ãij)s×s are matrices

of s-stage PRK methods. The Butcher tableaux for: PRK methods are

c a

bT
,

c̃ ã

b̃T
.

4.2 Order conditions and bi-color rooted trees

A rooted tree is a non-cyclic graph containing vertices and edges with one vertex

acting as a root. A bi-color rooted tree is a rooted tree such that vertices can

either be black or white in color. Bi-color rooted trees with black vertex as root

is represented by t whereas t̃ represents bi-color rooted trees with white vertex

as root.

Order: The total number of vertices in a bi-color tree is the order of the tree

and is represented by r(t).

Density: The densityγ(t) is a recursive relation computed as a product of the
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order of a bi-color rooted tree and the densities of the sub trees after pruning the

root.

Example: Consider the bi-color tree with r(t) = 5, γ(t) = 5× 4× 2 = 40.

Order conditions: By comparing the numerical solutions in equation (4.2)

with Taylor’s series of the exact solution, we obtain order conditions that must

be satisfied to derive practical numerical methods. In order to understand this,

we investigate the connection between the derivatives of the exact solution and

the bi-color rooted trees. The derivatives of the exact solution are:

y(1) = f(z), z(1) =g(y),

y(2) =
∂f

∂z
g, z(2) =

∂g

∂y
f, (4.3)

y(3) =
∂2f

∂z ∂z
(g, g) +

∂f

∂z

∂g

∂y
f, z(3) =

∂2g

∂y ∂y
(f, f) +

∂g

∂y

∂f

∂z
g,

...
....

We can represent these formulas graphically using bi-color rooted trees. Thus

f is represented by a black vertex and g is represented by a white vertex. The

differentiation is represented by an edge. Since we are only considering differential

equations of the type equation (4.1), where f depends only on z and g depends

only on y. Therefore, we only consider trees in which a black vertex has a

white child and vice versa. Such trees are given in Table 4.3 and Table 4.4.

The quantities on the right hand side of equation (4.3) are termed as elementary

differentials and can be represented by bi-color rooted trees as shown in Table 4.1.

t Elementary differentials Φ(t) t̃ Elementary differentials Φ(t̃)

f bi g b̃i

∂f

∂z
g bic̃i

∂g

∂y
f b̃ici

∂2f

∂z ∂z
(g, g), bic̃

2
i ,

∂2g

∂y ∂y
(f, f) b̃ic

2
i

∂f

∂z

∂g

∂y
f biãijcj

∂g

∂y

∂f

∂z
g b̃iaij c̃j

Table 4.1: Elementary differentials and elementary weights of bi-color rooted
trees.
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The elementary weights Φ(t) and Φ(t̃) are nonlinear expressions of the coefficients

of PRK methods and can be related to bi-color rooted trees as shown in Table 4.1

[11, 21]. A PRK method is of order p iff

Φ(t) =
1

γ(t)
, and Φ(t̃) =

1

γ(t̃)
.

for all bi-color rooted trees t and t̃ of order ≤p.

Basically, RK methods belong to an algebraic group G whose elements are func-

tions acting on rooted trees. Corresponding to the methods M and M̃ , we define

functions α, α̃ ∈ G which maps trees to algebraic expressions in the coefficients

of the PRK methods, known as elementary weights. The function α acts on

trees t and the function α̃ acts on trees t̃. For particular ti & t̃i, α(ti) = αi and

α̃(t̃i) = α̃i, such that,

α( ) =
∑

bic̄i
2, α̃( ) =

∑
b̃ici

2.

4.2.1 Composition of PRK methods

We can define composition of two PRK methods in terms of their functions from

group G. Let α, α̃, β, β̃ ∈ G corresponding to methods M, M̃, S, S̃, respectively.

Multiplicative group operations βα and β̃α̃ can be defined and we have

βα( ) = β5 + 3β̃1α3 + 3β̃2
1α2 + β̃3

1α1 + α5. (4.4)

The terms on the right hand side of equation (4.4) are obtained from Table 4.2.

Here we have trees t, u, and t\u. The tree u is a sub tree of tree t, and t\u is the

remaining set of trees when u is chopped off t. We can look at the composition

t

u

t \ u

term β5 β̃1α3 β̃1α3 β̃1α3 β̃2
1α2 β̃2

1α2 β̃2
1α2 β̃3

1α1 α5

Table 4.2: Calculation for the term βα(t5).

of PRK methods by considering their Butcher tableaux as follows: Let M , M̃ , S

and, S̃ have Butcher tableaux:

73



c a

bT
,

c̃ ã

b̃T
,

C A

BT

, and
C̃ Ã

B̃T

.

The Butcher tableaux for the composition of MS and M̃S̃ are:

c a 0

C +
∑s

i=1 bi b A

bT BT

,

c̃ ã 0

C̃ +
∑s

i=1 b̃i b̃ Ã

b̃T B̃T

.

For the composed PRK method, the order condition related to tree is

bic̃
3
i +Bi(C̃i + b̃i)

3 = bic̃
3 + 3BiC̃

2b̃i + 3BiC̃ib̃
2
i +Bib̃

3
i +BiC̃

3
i ,

= β5 + 3β̃1α3 + 3β̃2
1α2 + β̃3

1α1 + α5,

= βα( ).

4.3 Effective order of PRK methods

A Runge-Kutta method M has an effective order p if there exists a starting

method S and a finishing method S−1 such that SMS−1 has the required order p

[9]. For PRK methods, we want to construct two methodsM and M̃ together with

two starting methods S and S̃ and two finishing methods S−1 and S̃−1 in such

a way that SMS−1 and S̃M̃ S̃−1 have the required effective order. The starting

methods S and S̃ do not advance the solution but only act as perturbations and

are applied only once. The main methods M and M̃ are then applied for n

number of iterations followed by finishing methods S−1 and S̃−1 applied at the

end only once to undo the effects of starting methods. The existence of inverse

methods S−1 and S̃−1 is guaranteed because RK methods form a group [11].

In order to calculate effective order conditions, we compute βα(t), Eβ(t), β̃α̃(t̃),

Eβ̃(t̃) in Table 4.3 and Table 4.4, where E is the exact flow given as

E(t) =
1

γ(t)
,
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ti tree (βα)(ti) (Eβ)(ti)

t1 β1 + α1 1 + β1

t2 β2 + β̃1α1 + α2
1

2
+ β1 + β2

t3 β3 + β̃2
1α1 + 2β̃1α2 + α3

1

3
+ β1 + 2β2 + β3

t4 β4 + β1α2 + β̃2α1 + α4
1

6
+

1

2
β1 + β2 + β4

t5 β5 + 3β̃1α3 + 3β̃2
1α2 + β̃3

1α1 + α5
1

4
+ β1 + 3β2 + 3β3 + β5

t6 β6 + β̃1α4 + β̃2α2 + β1α3 + β̃1β̃2α1 + β̃1β1α2 + α6
1

8
+

1

2
β1 +

3

2
β2 + β3 + β4 + β6

t7 β7 + β̃3α1 + 2β1α4 + β2
1α2 + α7

1

12
+

1

3
β1 + β2 + 2β4 + β7

t8 β8 + β̃4α1 + β2α2 + β̃1α4 + α8
1

24
+

1

6
β1 +

1

2
β2 + β4 + β8

t9 β9 + 4β̃1α5 + 6β̃2
1α3 + 4β̃3

1α2 + β̃4
1α1 + α9

1

5
+ 4β5 + 6β3 + 4β2 + β1 + β9

t10 β10 + β̃2α3 + 2β̃1α6 + β̃1α5 + β̃2
1α4 + 2β̃1β̃2α2

1

10
+

5

2
β3 + 2β6 + β5

+2β̃1β1α3 + β̃2
1 β̃2α1 + β̃2

1β2α2 + α10 +β4 + 2β2 +
1

2
β1 + β10

t11 β11 + β̃1α7 + β̃3α2 + 2β1α6 + 2β̃1β1α4
1

15
+ β7 +

4

3
β2 + 2β6 + 2β4

+β̃1β̃3α1 + β2
1α3 + β̃1β2

1α2 + α11 +
1

3
β1 + β3 + β11

t12 β12 + β̃1α8 + β̃4α2 + β2α3 + β̃2α6 + β̃1β̃4α1
1

30
+ β8 +

2

3
β2 +

1

2
β3 + β6

+β̃1β2
1α2 + β̃2

1α4 + α12 +
1

6
β11 + β4 + β12

t13 β13 + 2β1α6 + 2β̃2α4 + 2β1β̃2α2 + β2
1α3 + β̃2

2α1 + α13
1

20
+ 2β6 + β4 + β2 + β3 +

1

4
β1 + β13

t14 β14 + β̃5α1 + 3β1α7 + 3β2
1α4 + β3

1α2 + α14
1

20
+

1

4
β1 + 3β7 + 3β4 + β2 + β14

t15 β15 + β̃6α1 + β2α4 + β1α8 + β̃1α7 + β1β̃1α4 + β1β2α2 + α15
1

40
+

1

8
β1 +

3

2
β4 + β8 + β7 +

1

2
β2 + β15

t16 β16 + β̃7α1 + β3α2 + 2β̃1α8 + β̃2
1α4 + α16

1

40
+

1

8
β1 +

3

2
β4 + β8 + β7 +

1

2
β2 + β15

t17 β17 + β̃8α1 + β4α2 + β̃2α4 + β1α8 + α17
1

120
+

1

24
β1 +

1

6
β2 +

1

2
β4 + β8 + β17

Table 4.3: βα and Eβ for trees up to order 5.
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ti tree (β̃α̃)(ti) (Eβ̃)(ti)

t̃1 β̃1 + α̃1 1 + β̃1

t̃2 β̃2 + β1α̃1 + α̃2
1

2
+ β̃1 + β̃2

t̃3 β̃3 + β2
1 α̃1 + 2β1α̃2 + α̃3

1

3
+ β̃1 + 2β̃2 + β̃3

t̃4 β̃4 + β̃1α̃2 + β2α̃1 + α̃4
1

6
+

1

2
β̃1 + β̃2 + β̃4

t̃5 β̃5 + 3β1α̃3 + 3β2
1 α̃2 + β3

1 α̃1 + α̃5
1

4
+ β̃1 + 3β̃2 + 3β̃3 + β̃5

t̃6 β̃6 + β1α̃4 + β2α̃2 + β̃1α̃3 + β1β2α̃1 + β1β̃1α̃2 + α̃6
1

8
+

1

2
β̃1 +

3

2
β̃2 + β̃3 + β̃4 + β̃6

t̃7 β̃7 + β3α̃1 + 2β̃1α̃4 + β̃2
1 α̃2 + α̃7

1

12
+

1

3
β̃1 + β̃2 + 2β̃4 + β̃7

t̃8 β̃8 + β4α̃1 + β̃2α̃2 + β1α̃4 + α̃8
1

24
+

1

6
β̃1 +

1

2
β̃2 + β̃4 + β̃8

t̃9 β̃9 + 4β1α̃5 + 6β2
1 α̃3 + 4β3

1 α̃2 + β4
1 α̃1 + α̃9

1

5
+ 4β̃5 + 6β̃3 + 4β̃2 + β̃1 + β̃9

t̃10 β̃10 + β2α̃3 + 2β1α̃6 + β1α̃5 + β2
1 α̃4 + 2β1β2α̃2

1

10
+

5

2
β̃3 + 2β̃6 + β̃5

+2β1β̃1α̃3 + β2
1β2α̃1 + β2

1 β̃2α̃2 + α̃10 +β̃4 + 2β̃2 +
1

2
β̃1 + β̃10

t̃11 β̃11 + β1α̃7 + β3α̃2 + 2β̃1α̃6 + 2β1β̃1α̃4
1

15
+ β̃7 +

4

3
β̃2 + 2β̃6 + 2β̃4

+β1β3α̃1 + β̃2
1 α̃3 + β1β̃2

1 α̃2 + α̃11 +
1

3
β̃1 + β̃3 + β̃11

t̃12 β̃12 + β1α̃8 + β4α̃2 + β̃2α̃3 + β2α̃6 + β1β4α̃1
1

30
+ β̃8 +

2

3
β̃2 +

1

2
β̃3 + β̃6

+β1β̃2
1 α̃2 + β2

1 α̃4 + α̃12 +
1

6
β̃1 + β̃4 + β̃12

t̃13 β̃13 + 2β̃1α̃6 + 2β2α̃4 + 2β̃1β2α̃2 + β̃2
1 α̃3 + β2

2 α̃1 + α̃13
1

20
+ 2β̃6 + β̃4 + β̃2 + β̃3 +

1

4
β̃1 + β̃13

t̃14 β̃14 + β5α̃1 + 3β̃1α̃7 + 3β̃2
1 α̃4 + β̃3

1 α̃2 + α̃14
1

20
+

1

4
β̃1 + 3β̃7 + 3β̃4 + β̃2 + β̃14

t̃15 β̃15 + β6α̃1 + β̃2α̃4 + β̃1α̃8 + β1α̃7 + β̃1β1α̃4 + β̃1β̃2α̃2 + α̃15
1

40
+

1

8
β̃1 +

3

2
β̃4 + β̃8 + β̃7 +

1

2
β̃2 + β̃15

t̃16 β̃16 + β7α̃1 + β̃3α̃2 + 2β1α̃8 + β2
1 α̃4 + α̃16

1

40
+

1

8
β̃1 +

3

2
β̃4 + β̃8 + β̃7 +

1

2
β̃2 + β̃16

t̃17 β̃17 + β8α̃1 + β̃4α̃2 + β2α̃4 + β̃1α̃8 + α̃17
1

120
+

1

24
β̃1 +

1

6
β̃2 +

1

2
β̃4 + β̃8 + β̃17

Table 4.4: β̃α̃ and Eβ̃ for trees up to order 5.76



and γ(t) is the density of tree t. For main methods M and M̃ to have effective

order p, we must have βαβ−1(t) = E(t) and β̃α̃β̃−1(t̃) = E(t̃) for all trees up

to order p [11]. This is equivalent to having βα(t) = Eβ(t) and β̃α̃(t̃) = Eβ̃(t̃),

which provide us algebraic conditions that must be satisfied for all trees of order

up to p. Table 4.5 illustrates effective order conditions for all trees of order up to

5.

q Effective order conditions

1 α1 = 1, α̃1 = 1

2 α2 =
1

2
, α̃2 =

1

2

3 α3 =
1

3
+ 2β2, α̃3 =

1

3
+ 2β̃2

α4 =
1

6
+ β2 − β̃2, α̃4 =

1

6
+ β̃2 − β2

4 α5 =
1

4
+ 3β2 + 3β3, α̃5 =

1

4
+ 3β̃2 + 3β̃3

α6 =
1

8
+

3

2
β2 −

1

2
β̃2 + β3 + β4, α̃6 =

1

8
+

3

2
β̃2 −

1

2
β2 + β̃3 + β̃4

α7 =
1

12
+ β2 − β̃3 + 2β4, α̃7 =

1

12
+ β̃2 − β3 + 2β̃4

α8 =
1

24
+ β4 − β̃4, α̃8 =

1

24
+ β̃4 − β4

5 α9 =
1

5
+ 4β2 + 6β3 + 4β5, α̃9 =

1

5
+ 4β̃2 + 6β̃3 + β̃5

α10 =
1

10
+ 2β2 −

1

3
β̃2 − 2β̃β2 +

5

2
β3, α̃10 =

1

10
+ 2β̃2 −

1

3
β2 − 2β2β̃2 +

5

2
β̃3

+β4 + β5 + 2β6 + β̃4 + β̃5 + 2β̃6

α11 =
1

15
+

4

3
β2 + β3 −

1

2
β̃3 + 2β4 + 2β6 + β7, α̃11 =

1

15
+

4

3
β̃2 + β̃3 −

1

2
β3 + 2β̃4 + 2β̃6 + β̃7

α12 =
1

30
+

1

3
β2 − 2β2

2 +
1

2
β3 +

1

2
β4 + β6 + β8, α̃12 =

1

30
+

1

3
β̃2 − 2β̃2

2 +
1

2
β̃3 +

1

2
β̃4 + β̃6 + β̃8

α13 =
1

20
+ β2 −

1

3
β̃2 + β̃2

2 − 2β̃2β2 α̃13 =
1

20
+ β̃2 −

1

3
β2 + β2

2 − 2β2β̃2

+β3 + β4 + 2β6, + β̃3 + β̃4 + 2β̃6

α14 =
1

20
+ β2 + 3β4 − β̃5 + 3β7, α̃14 =

1

20
+ β̃2 + 3β̃4 − β5 + 3β̃7

α15 =
1

40
+

1

3
β2 − β2

2 + β̃2β2 +
3

2
β4 α̃15 =

1

40
+

1

3
β̃2 − β̃2

2 + β2β2 +
3

2
β̃4

−β̃6 + β7 + β8, − β6 + β̃7 + β̃8

α16 =
1

60
+

1

3
β2 −

1

2
β3 + β4 − β̃7 + 2β8, α̃16 =

1

60
+

1

3
β̃2 −

1

2
β̃3 + β̃4 − β7 + 2β̃8

α17 =
1

120
+

1

6
β2 −

1

6
β̃2 − β̃2β2 + β̃2

2 + β8 − β̃8 α̃17 =
1

120
+

1

6
β̃2 −

1

6
β2 − β2β̃2 + β2

2 + β̃8 − β8

Table 4.5: Effective order 5 conditions on α and α̃ in terms of β and β̃.
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q p Order conditions for main methods Order conditions for starting methods

3 2 α1 = α̃1 = 1, α2 = α̃2 =
1

2
, α4 =

1

6
+

1

2
α3 −

1

2
α̃3, α̃4 =

1

6
+

1

2
α̃3 −

1

2
α3 β1 = β̃1 = 0, β2 =

1

2
α3 −

1

6
, β̃2 =

1

2
α̃3 −

1

6

4 2 α1 = α̃1 = 1, α2 = α̃2 =
1

2
, α4 =

1

6
+

1

2
α3 −

1

2
α̃3, α̃4 =

1

6
+

1

2
α̃3 −

1

2
α3 β1 = β̃1 = 0, β2 =

1

2
α3 −

1

6
, β̃2 =

1

2
α̃3 −

1

6
,

1

4
− α̃3 +

2

3
α5 +

1

3
α̃5 − 2α6 + α7 = 0, β3 =

1

12
−

1

2
α3 +

1

3
α5,

1

4
− α3 +

2

3
α̃5 +

1

3
α5 − 2α̃6 + α̃7 = 0 β̃3 =

1

12
−

1

2
α̃3 +

1

3
α̃5,

α̃8 =
1

24
+

1

2
(α3 − α̃3) +

1

3
(α5 − α̃5) + (α̃6 − α6) β4 = −

1

24
−

1

4
α3 +

1

4
α̃3 −

1

3
α5 + α6,

α8 =
1

24
+

1

2
(α̃3 − α3) +

1

3
(α̃5 − α5) + (α6 − α̃6) β̃4 = −

1

24
−

1

4
α̃3 +

1

4
α3 −

1

3
α̃5 + α̃6

4 3 α1 = α̃1 = 1, α2 = α̃2 =
1

2
, α3 = α̃3 =

1

3
, α4 = α̃4 =

1

6
β1 = β̃1 = β2 = β̃2 = 0, β3 =

1

12
−

1

2
α3 +

1

3
α5

1

12
−

2

3
α5 −

1

3
α̃5 + 2α6 − α7 = 0,

1

12
−

2

3
α̃5 −

1

3
α5 + 2α̃6 − α̃7 = 0 β̃3 =

1

12
−

1

2
α̃3 +

1

3
α̃5

α8 =
1

24
+

1

3
(α̃5 − α5) + (α6 − α̃6), α̃8 =

1

24
+

1

3
(α5 − α̃5) + (α̃6 − α6)

5 2 α1 = α̃1 = 1, α2 = α̃2 =
1

2
, β1 = β̃1 = β2 = β̃2 = 0,

α4 =
1

6
+

1

2
(α3 − α̃3), α̃4 =

1

6
+

1

2
(α̃3 − α3) β3 =

1

12
−

1

2
α3 +

1

3
α5, β̃3 =

1

12
−

1

2
α̃3 +

1

3
α̃5

1

4
− α̃3 +

2

3
α5 +

1

3
α̃5 − 2α6 + α7 = 0, β4 = −

1

24
+

1

4
α̃3 −

1

4
α3 −

1

3
α5 + α6,

1

4
− α3 +

2

3
α̃5 +

1

3
α5 − 2α̃6 + α̃7 = 0 β̃4 = −

1

24
+

1

4
α3 −

1

4
α̃3 −

1

3
α̃5 + α̃6

α8 =
1

24
+

1

2
(α̃3 − α3)−

1

3
(α5 − α̃5) + (α6 − α̃6), β5 = −

1

120
+

1

4
α3 −

1

2
α5 +

1

4
α9,

α̃8 =
1

24
+

1

2
(α3 − α̃3)−

1

3
(α̃5 − α5) + (α̃6 − α6) β̃5 = −

1

120
+

1

4
α̃3 −

1

2
α̃5 +

1

4
α̃9

α13 =
1

36
−

1

6
α̃3 +

1

4
α̃2
3 −

1

4
α9 + α10, β6 =

3

8
+

1

24
α3 −

1

8
α̃3 +

1

4
α̃3α3 · · ·

α̃13 =
1

36
−

1

6
α3 +

1

4
α2
3 −

1

4
α̃9 + α̃10 −

1

2
α6 −

1

8
α9 +

1

2
α10

α14 =
2

15
+

1

2
α3 − α̃3 −

3

2
α̃3α3 + α5 +

3

4
α9

1

4
α̃9 − 3α10 + 3α11, β̃6 =

3

8
+

1

24
α̃3 −

1

8
α3 +

1

4
α3α̃3 −

1

2
α̃6 −

1

8
α̃9 +

1

2
α̃10

α̃14 =
2

15
+

1

2
α̃3 − α3 −

3

2
α3α̃3 + α̃5 +

3

4
α̃9

1

4
α9 − 3α̃10 + 3α̃11 β7 =

11

90
+

1

4
α3 −

1

2
α̃3 −

1

2
α̃3α3 +

1

6
α̃5 +

1

3
α5 · · ·

α15 =
1

90
+

1

12
α3 −

1

4
α̃3 −

3

4
α̃3α3 +

1

4
α2
3 +

1

6
α̃5 −

1

6
α5 +

1

2
α̃6 +

1

2
α6 · · · −α6 +

1

4
α9 + α11

+
1

8
α̃9 +

3

8
α9 −

1

2
α̃10 −

3

2
α10 + α11 + α12 β̃7 =

11

90
+

1

4
α̃3 −

1

2
α3 −

1

2
α3α̃3 +

1

6
α5 + 1

3
α̃5 · · ·

α̃15 =
1

90
+

1

12
α̃3 −

1

4
α3 −

3

4
α3α̃3 +

1

4
α̃2
3 +

1

6
α̃5 −

1

6
α5 +

1

2
α̃6 +

1

2
α6 · · · −α̃6 + 1

4
α̃9 + α̃11

+
3

8
α̃9 +

1

8
α9 −

1

2
α̃10 −

3

2
α10 + α11 + α12 β8 =

7

360
−

1

6
α3 −

1

4
α̃3α3 +

1

2
α2
3 +

1

8
α9 −

1

2
α10 + α12

α16 = −
37

180
+

1

3
α3 + α2

3 −
1

3
α̃5 −

2

3
α5α̃6 + α6 +

1

4
α9 −

1

4
α̃9 · · · β̃8 =

7

360
−

1

6
α̃3 −

1

4
α3α̃3 +

1

2
α̃2
3 +

1

8
α̃9 −

1

2
α̃10 + α̃12

+α̃10 − α10 − α̃11 + 2α12

α̃16 = −
37

180
+

1

3
α̃3 + α̃2

3 −
1

3
α5 −

2

3
α̃5α6 + α̃6 +

1

4
α̃9 −

1

4
α9 · · ·

+α10 − α̃10 − α11 + 2α̃12

α17 =
1

120
+

1

2
α2
3 −

1

4
α̃3α3 −

1

4
α̃2
3 +

1

8
(α9 − α̃9) · · ·

+
1

2
(α̃10 − α10) + (α12 − α̃12)

α̃17 =
1

120
+

1

2
α̃2
3 −

1

4
α3α̃3 −

1

4
α̃2
3 +

1

8
(α̃9 − α9) · · ·

+
1

2
(α̃10 − α10) + (α̃12 − α12)
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q p Order conditions for main methods Order conditions for starting methods

5 3 α1 = α̃1 = 1, α2 = α̃2 =
1

2
, β1 = β̃1 = β2 = β̃2 = 0,

α3 = α̃3 =
1

3
, α4 = α̃4 =

1

6
β3 = −

1

12
+

1

3
α5, β̃3 = −

1

12
+

1

3
α̃5

1

12
−

2

3
α5 −

1

3
α̃5 + 2α6 − α7 = 0, β4 = −

1

24
−

1

3
α5 + α6,

1

12
−

2

3
α̃5 −

1

3
α5 + 2α̃6 − α̃7 = 0 β̃4 = −

1

24
−

1

3
α̃5 + α̃6

α8 =
1

24
+

1

2
(α̃3 − α3)−

1

3
(α5 − α̃5) + (α6 − α̃6) β5 =

3

40
−

1

2
α5 +

1

4
α9,

α̃8 =
1

24
+

1

2
(α3 − α̃3)−

1

3
(α̃5 − α5) + (α̃6 − α6) β̃5 =

3

40
−

1

2
α̃5 +

1

4
α̃9

1

4
α9 − α10 + α13 = 0, β6 =

3

80
−

1

2
α6 −

1

8
α9 +

1

2
α10,

1

4
α̃9 − α̃10 + α̃13 = 0 β̃6 =

3

80
−

1

2
α̃6 −

1

8
α̃9 +

1

2
α̃10

1

5
− α̃5 −

3

4
α9 +

1

4
α̃9 + 3α10 − 3α11 + α14 = 0 β7 = −

1

60
+

1

3
α5 +

1

6
α̃5 − α9 +

1

4
α̃9 − α10 + α11

1

5
− α5 −

3

4
α̃9 +

1

4
α9 + 3α̃10 − 3α̃11 + α̃14 = 0 β̃7 = −

1

60
+

1

3
α̃5 +

1

6
α5 − α̃9 +

1

4
α9 − α̃10 + α̃11

1

10
+

1

6
α5 −

1

6
α̃5 −

1

2
α6 −

1

2
α̃6 −

3

8
α9 −

1

8
α̃9+ β8 = −

1

120
+

1

8
α9 −

1

2
α10 + α12

3

2
α10 +

1

2
α̃10 − α11 − α12 + α15 = 0 β̃8 = −

1

120
+

1

8
α̃9 −

1

2
α̃10 + α̃12

1

10
+

1

6
α̃5 −

1

6
α5 −

1

2
α̃6 −

1

2
α6 −

3

8
α̃9 −

1

8
α9 · · ·

+
3

2
α̃10 +

1

2
α10 − α̃11 − α̃12 + α̃15 = 0

1

60
−

2

3
α5 −

1

3
α̃5 + α6 + α̃6 +

1

4
(α9 − α̃9) · · ·

+(α̃10 − α10)− α̃11 + 2α12 − α16 = 0

1

60
−

2

3
α̃5 −

1

3
α5 + α̃6 + α6 +

1

4
(α̃9 − α9) · · ·

+(α10 − α̃10)− α11 + 2α̃12 − α̃16 = 0

α17 =
1

120
+

1

8
(α9 − α̃9)−

1

2
(α10 − α̃10) + (α12 − α̃12)

α̃17 =
1

120
+

1

8
(α̃9 − α9)−

1

2
(α̃10 − α10) + (α̃12 − α12)

5 4 α1 = α̃1 = 1, α2 = α̃2 =
1

2
, α3 = α̃3 =

1

3
, α4 = α̃4 =

1

6
, β1 = β̃1 = β2 = β̃2 = 0, β3 = β̃3 = β4 = β̃4 = 0

α5 = α̃5 =
1

4
, α6 = α̃6 =

1

8
,α7 = α̃7 =

1

12
, α8 = α̃8 =

1

24
β5 = −

1

20
+

1

4
α9, β̃5 = −

1

20
+

1

4
α̃9

1

4
α9 − α10 + α13 = 0,

1

4
α̃9 − α̃10 + α̃13 = 0 β6 = −

1

40
−

1

8
α9 +

1

2
α10, β̃6 = −

1

40
−

1

8
α̃9 +

1

2
α̃10

1

20
+

3

4
α̃9 −

1

4
α9 − 3α̃10 + 3α11 − α14 = 0, β7 = −

1

60
+

1

4
α9 − α10 + α11,β̃7 = −

1

60
+

1

4
α̃9 − α̃10 + α̃11

1

20
+

3

4
α9 −

1

4
α̃9 − 3α10 + 3α̃11 − α̃14 = 0 β8 = −

1

120
+

1

8
α9 −

1

2
α10 + α12, β̃8 = −

1

120
+

1

8
α̃9 −

1

2
α̃10 + α̃12

1

40
+

3

8
α9 −

1

8
α̃9 −

3

2
α10 −

1

2
α̃10 + α11 + α12 − α15 = 0

1

40
+

3

8
α̃9 −

1

8
α9 −

3

2
α̃10 −

1

2
α10 + α̃11 + α̃12 − α̃15 = 0

1

60
+

1

4
(α9 − α̃9)− α10 + α̃10 − α̃11 + 2α12 − α16 = 0

1

60
+

1

4
(α̃9 − α9)− α̃10 + α10 − α11 + 2α̃12 − α̃16 = 0

α17 =
1

120
+

1

8
(α9 − α̃9)−

1

2
(α10 − α̃10) + (α12 − α̃12)

α̃17 =
1

120
+

1

8
(α̃9 − α9)−

1

2
(α̃10 − α10) + (α̃12 − α12)

Table 4.6: Effective order q, classical order p conditions on α, α̃, β, and β̃ for main and
starting methods.
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In order to obtain practical methods, we solve the equations given in Table 4.5.

The first step is to obtain equations involving αi and α̃i by determining βi and

β̃i as linear combination of αi and α̃i. The resulting effective order conditions

for the main methods M and M̃ together with starting methods S and S̃ are

provided in Table 4.6 for all trees up to order 5. Table 4.6 provides us conditions

under which the main methods M and M̃ has classical order q and the effective

order p.

4.3.1 Derivation of PRK methods with effective order 3

with 2 stages

By equating compositions βα, Eβ provided in Table 4.4 and β̃α̃, Eβ̃ given in

Table 4.5, we get the following set of equations:

α1 = 1, (4.5)

α̃1 = 1, (4.6)

α2 =
1

2
, (4.7)

α̃2 =
1

2
, (4.8)

α3 =
1

3
+ 2β2, (4.9)

α̃3 =
1

3
+ 2β̃2, (4.10)

α4 + β̃2 =
1

6
+ β2, (4.11)

α̃4 + β2 =
1

6
+ β̃2. (4.12)

We can eliminate β2 and β̃2 from equations (4.8) and (4.10) as

β2 =
3α3 − 1

6
,

β̃2 =
3α̃3 − 1

6
.
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We used above values of β2 and β̃2 in equations (4.11) and (4.12) to get the fol-

lowing equations in terms of α only:

α1 =1,

α̃1 =1,

α2 =
1

2
,

α̃2 =
1

2
,

6α4 + 3α̃3 − 3α3 =1,

6α̃4 + 3α3 − 3α̃3 =1.

(4.13)

The set of equations (4.13) in terms of their elementary weights are expressed as

under: ∑
bi = 1,∑
b̃i = 1,∑

bic̃i =
1

2
,∑

b̃ici =
1

2
,

6(
∑

biãijcj) + 3(
∑

b̃ic
2
i )− 3(

∑
bic̃

2
i ) = 1,

6(
∑

b̃iaij c̃j) + 3(
∑

bic̃
2
i )− 3(

∑
b̃ic

2
i ) = 1.

(4.14)

The above set of equations (4.14) are expanded in terms of coefficients of the

following Butcher table

0 0 0

c2 a21 0

b1 b2

,

c̃1 ã11 0

c̃2 ã21 ã22

b̃1 b̃2

.
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For 2 stage method, we get the following set of equations in component form:

b1 + b2 =1,

b̃1 + b̃2 =1,

b1c̃1 + b2c̃2 =
1

2
,

b̃2c2 =
1

2
,

6b2ã22c2 + 3b̃2c
2
2 − 3b1c̃

2
1 − 3b2c̃

2
2 =1,

6b̃2c2c̃1 + 3b1c̃
2
1 + 3b2c

2
2 − 3b̃2c

2
2 =1.

(4.15)

Now we have 6 equations in equations set (4.15) with 6 unknowns b1, b2, b̃1, b̃2, ã22, c2

after taking c̃1, c̃2 as free parameters. we get the following values:

b1 =
−1 + 2c̃2

2(−c̃1 + c̃2)
,

b2 =
−1 + 2c̃1

2(c̃1 − c̃2)

,

b̃1 =
7− 18c̃1 − 6c̃2 + 12c̃1c̃2

4− 18c̃1 − 6c̃2 + 12c̃1c̃2

,

b̃2 = − 3

2(2− 9c̃1 − 3c̃2 + 6c̃1c̃2)
,

ã22 =
(−2 + 3c̃1)(c̃1 − c̃2)

(−1 + 2c̃1)(2− 9c̃1 − 3c̃2 + 6c̃1c̃2)
,

c2 =
1

3
(−2 + 9c̃1 + 3c̃2 − 6c̃1c̃2).

The values of ã11, ã21 and a21 can be calculated by using consistency conditions∑
aij = ci as under:

ã11 = c̃1,

ã21 = c̃2 − ã22,

= c̃2 −
(−2 + 3c̃1)(c̃1 − c̃2)

(−1 + 2c̃1)(2− 3c̃2 + c̃1(−9 + 6c̃2))
,

a21 = c2,

=
1

3
(−2 + 9c̃1 + 3c̃2 − 6c̃1c̃2).
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After selecting c̃1 =
1

3
and c̃2 =

2

3
, we get the following two Butcher tables for α

and α̃ method, respectively:

0 0 0

5

9

5

9
0

1

2

1

2

,

1

3

1

3
0

2

3

1

15

3

5

1

10

9

10

. (4.16)

For starting methods β and β̃, we have the following set of equations as given in

Table 4.6:

β1 = 0, (4.17)

β̃1 = 0, (4.18)

β2 =
1

2
α3 −

1

6
, (4.19)

β̃2 =
1

2
α̃3 −

1

6
. (4.20)

The values β2 and β̃2 can be calculated by computing the values of α3 and α̃3

using coefficients given in tables (4.16):

α3 =
∑

bic̃
2
i = b1c̃

2
1 + b2c̃

2
2,

=
1

2
(
1

9
+

4

9
),

=
5

18
.

α̃3 =
∑

b̃ic
2
i = b̃2c

2
2,

=
9

10

(
5

9

)2

,

=
5

18
.
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We place these values of α3 and α̃3 in equation (4.19) and (4.20), we will have:

β2 = − 1

36
, (4.21)

β̃2 = − 1

36
. (4.22)

By writing equations (4.17), (4.18), (4.21) and (4.22) in the form of their elemen-

tary weights as: ∑
Bi = 0,∑
B̃i = 0,∑

BiC̃i = − 1

36
,∑

B̃iCi = − 1

36
.

(4.23)

We write the above equations (4.23) in coefficient form for the following Butcher

tables:

0 0 0

C2 A21 0

B1 B2

,

0 0 0

C̃2 Ã21 0

B̃1 B̃2

,

as,

B1 +B2 = 0,

B̃1 + B̃2 = 0,

B2C̃2 = − 1

36
,

B̃2C2 = − 1

36
.

(4.24)

The starting methods β and β̃ can be obtained by solving set of equations (4.24).

We can make choice for B2 and B̃2. The choice B2 = B̃2 will give C2 = C̃2,

A21 = Ã21, B1 = B̃1 and this will lead us to following butcher table used for both

β and β̃ methods.

0 0 0

1

6

1

6
0

1

6
-
1

6
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After the calculation of starting method (β), main method (α), we need a finishing

method which will cancel the effects of starting method. We call this method

as beta inverse method (β−1) and the composition with βα is βαβ−1, which is

represented in the following Butcher’s table.

0 0 0 0 0 0 0

1

6

1

6
0 0 0 0 0

0
1

6
-
1

6
0 0 0 0

5

9

1

6
-
1

6

5

9
0 0 0

1
1

6
-
1

6

1

2

1

2
0 0

1+A21
1

6
-
1

6

1

2

1

2
A21 0

1

6
-
1

6

1

2

1

2
B1 B2

The β−1 method of effective order 3 with 2-stage can be constructed by using

Butcher table. The order conditions for this inverse method in their elementary

weights form are: ∑
Bi = 1,∑
BiC̃i =

1

2
,∑

BiC̃2
i =

1

3
,∑

BiÃijCj =
1

6
.

(4.25)

Now, the expansion of equations set (4.25) in components form for 2 stages will

give us following set of equations:

B1 + B2 = 0, (4.26)

B1 + B2 + B2A21 =
1

36
, (4.27)

B1 + B2 + B2(A2
21 + 2A21) =

13

216
, (4.28)

17

36
(B1 + B2) + B2A21 = 1/36. (4.29)
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The finishing method β−1 can be calculated by solving equations (4.26) to (4.29)

and is given in Butcher table as

0 0 0

1

6

1

6
0

−
1

6

1

6

.

As, β = β̃, so we have, β−1 = β̃−1.

4.3.2 Derivation of PRK methods with effective order 4

PRK methods with classical order p = 2 and effective order q = 4 are obtained

by considering the following equations from Table 4.6:

α1 =1, (4.30)

α̃1 =1, (4.31)

α2 =
1

2
, (4.32)

α̃2 =
1

2
, (4.33)

6α4 + 3α̃3 − 3α3 =1, (4.34)

6α̃4 + 3α3 − 3α̃3 =1, (4.35)

−12α7 + 24α6 − 4α̃5 − 8α5 + 12α̃3 =3, (4.36)

−12α̃7 + 24α̃6 − 4α5 − 8α̃5 + 12α3 =3, (4.37)

144α8 + 144α̃6 − 144α6 − 48α̃5 + 48α5 − 72α̃3 + 72α3 =6, (4.38)

144α̃8 + 144α6 − 144α̃6 − 48α5 + 48α̃5 − 72α3 + 72α̃3 =6. (4.39)

In order to simplify these equations, we use D(1) and D̃(1) simplifying assump-

tions. The D(1) condition is

s∑
j=1

dj =
s∑

i,j=1

b̃iaij +
s∑
j=1

bj c̃j −
s∑
j=1

bj,

= α̃2 + α2 − α1,

= 0.
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Similarly, we have

α̃2 + α2 − α1 = 0, (4.40)

α2 + α̃2 − α̃1 = 0, (4.41)

α̃4 + α3 − α2 = 0, (4.42)

α4 + α̃3 − α̃2 = 0, (4.43)

α̃7 + α5 − α3 = 0, (4.44)

α7 + α̃5 − α̃3 = 0, (4.45)

α̃8 + α6 − α4 = 0, (4.46)

α8 + α̃6 − α̃4 = 0. (4.47)

Now from equation (4.38) and equation (4.35), we have

24α6 + 8α̃5 − 8α5 = 3, (4.48)

and from equation (4.39) and equation (4.34), we have

24α̃6 + 8α5 − 8α̃5 = 3. (4.49)

Furthermore, from equation (4.48) and equation (4.34) and from equation (4.49)

and equation (4.35), we get

24α6 + 8α̃5 − 8α5 − 24α4 − 12α̃3 + 12α3 = −1,

24α̃6 + 8α5 − 8α̃5 − 24c3α̃4 − 12c3α3 + 12c3α̃3 = 3− 4c3.

Subtracting equation (4.36) from equation (4.37) and equation (4.36) from equa-

tion (4.48), we get

α̃7 + α5 − α3 = 0,

α7 + α̃5 − α̃3 = 0.
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Finally, using equation (4.43) in equation (4.34) and using equation (4.42) in

equation (4.35), we get

α3 + α̃3 =
2

3
.

Hence, there are 7 equations in 7 unknowns:

α1 = 1, (4.50)

α̃1 = 1, (4.51)

α2 =
1

2
, (4.52)

α̃2 =
1

2
, (4.53)

α3 + α̃3 =
2

3
, (4.54)

24α6 + 8α̃5 − 8α5 − 24α4 − 12α̃3 + 12α3 = −1, (4.55)

24α̃6 + 8α5 − 8α̃5 − 24c3α̃4 − 12c3α3 + 12c3α̃3 = 3− 4c3. (4.56)

Writing equation (4.50) to equation (4.56) in the form of elementary weights, we

have

∑
bi = 1,∑
b̃i = 1,∑

bic̃i =
1

2
,∑

b̃ici =
1

2
,∑

bic̃
2
i +

∑
b̃ic

2
i =

2

3
,

24
∑

c̃ibiãijcj + 8b̃ic
3
i − 8bic̃

3
i

−24
∑

biãijcj − 12
∑

b̃ic
2
i + 12

∑
bic̃

2
i = −1,

24
∑

cib̃iaij c̃j + 8bic̃
3
i − 8b̃ic

3
i

−24c3

∑
b̃iaij c̃j − 12c3

∑
bic̃

2
i + 12c3

∑
b̃ic

2
i = 3− 4c3.
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Consider Butcher tableaux for main methods M and M̃ as follows:

0 0 0 0

c2 a21 0 0

c3 a31 a32 0

b1 b2 b3

, and

c̃1 ã11 0 0

c̃2 ã21 ã22 0

1 ã31 ã32 ã33

b̃1 b̃2 b̃3

.

Thus, we get

b1 + b2 + b3 = 1, (4.57)

b̃1 + b̃2 + b̃3 = 1, (4.58)

b1c̃1 + b2c̃2 + b3c̃3 =
1

2
, (4.59)

b̃2c2 + b̃3c3 =
1

2
, (4.60)

b1c̃
2
1 + b2c̃

2
2 + b3 + b̃2c

2
2 + b̃3c

2
3 =

2

3
, (4.61)

24b2(c̃2ã22c2 − ã22c2) + b̃2c
2
2(8c2 − 12) (4.62)

+b̃3c
2
3(8c3 − 12) + b1c̃

2
1(12− 8c̃1) + b2c̃

2
2(12− 8c̃2) + 4b3 = −1,

24b̃2(c2
2c̃1 − c3c2c̃1) + b1c̃

2
1(8c̃1 − 12c3) (4.63)

+b2c̃
2
2(8c̃2 − 12c3) + b3(8− 12c3) + b̃2c

2
2(12c3 − 8c2) + 4b̃3c

3
3 = 3− 4c3.

We use consistency conditions ci=
∑
aij and c̃i=

∑
ãij and take c2 =

1

4
, c3 =

1

2
, c̃1 = 0, c̃2 =

5

16
to get the following M and M̃ methods:

0 0 0 0

1

4

1

4
0 0

1

2

23

110

16

55
0

13

90

256

495

67

198

, and

0 0 0 0

5

16
0

5

16
0

1 44

67
−

98

67

121

67

2

9
−

4

9

11

9

.
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To find the starting methods S and S̃, we find the values of α3, α̃3, α5, α̃5, α7,

and α̃7. For example, the value of α3 is obtained as

α3 =
∑

bic̃
2
i = b1c̃

2
1 + b2c̃

2
2 + b3c̃

2
3 =

7

18
.

From the Table 4.6, we have:

β1 =
∑

Bi = 0, (4.64)

β̃1 =
∑

B̃i = 0, (4.65)

β2 =
∑

BiC̃i =
1

2
α3 −

1

6
=

1

36
, (4.66)

β̃2 =
∑

B̃iCi =
1

2
α̃3 −

1

6
= − 1

36
, (4.67)

β3 =
∑

BiC̃
2
i =

1

12
− 1

2
α3 +

1

3
α5 =

1

144
, (4.68)

β̃3 =
∑

B̃iC
2
i =

1

12
− 1

2
α̃3 +

1

3
α̃5 = − 1

144
, (4.69)

β4 =
∑

BiÃijCj = − 1

24
− 1

4
α3 +

1

4
α̃3 −

1

3
α5 + α6 =

1

144
, (4.70)

β̃4 =
∑

B̃iAijC̃j = − 1

24
− 1

4
α̃3 +

1

4
α3 −

1

3
α̃5 + α̃6 = − 1

144
. (4.71)

Solving these equation, we have the following starting methods S and S̃:

0 0 0 0

2

5

2

5
0 0

4

5

12

5
−

8

5
0

−
3

32

5

48
−

1

96

, and

0 0 0 0

1

3

1

3
0 0

2

3

7

3
−

5

3
0

95

1152
−

55

576

5

384

.

Finally, the finishing methods S−1 and S̃−1 are reflections of S and S̃ methods

and are termed as inverse RK methods which can be calculated as given in [11].
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4.4 Numerical testing

Consider Kepler’s two body problem given as

y
′

1 = z1, y1(0) = 1− e,

y
′

2 = z2, y2(0) = 0,

z
′

1 =
−y1

r3
, z1(0) = 0,

z
′

2 =
−y2

r3
, z2(0) =

√
1 + e

1− e
,

where r =
√
y2

1 + y2
2. The exact solution after half revolution is

y1(π) = 1 + e, y2(π) = 0, z1(π) = 0, z2(π) =

√
1− e
1 + e

.

In order to verify the order behavior of effective order methods, we proceed as

follows:

1. Apply the starting methods S and S̃ to perturb initial values to (ỹ1)0, (ỹ2)0,

and (z̃1)0, (z̃2)0, respectively.

2. Apply the main methods M and M̃ for n number of iterations to (ỹ1)0,

(ỹ2)0 and (z̃1)0, (z̃2)0, respectively, and obtain the numerical solutions (ỹ1)n,

(ỹ2)n, and (z̃1)n, (z̃2)n calculated at xn = x0 + nh where h is the step-size.

3. Evaluate exact solutions at xn to get y1(xn), y2(xn), and z1(xn), z2(xn) and

perturb them using starting methods S and S̃ to get ỹ1(xn), ỹ2(xn) and

z̃1(xn), z̃2(xn).

4. Obtain global error by taking difference between numerical and exact solu-

tions, i.e., ||ỹn − ỹ(xn)||.

4.4.1 Order verification and efficiency of Effective order

PRK methods

Effective order 4 behavior is confirmed from Table 4.7. Here we have taken 400

iterations with step-size
π

400
and calculated the global error. We then doubled

the number of iterations and halved the step-size and calculated the global error
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again. We computed the ratio between two consecutive global errors and this

confirms that it is approximately 2p for method of order p [11].

h n Global error Ratio
π

400
400 1.2021829× 10−07

15.899
π

800
800 7.5611756× 10−09

15.997
π

1600
1600 4.7264462× 10−10

16.0486
π

3200
3200 2.9450851× 10−11

Table 4.7: Global errors and their comparison.

In order to check the efficiency and accuracy of the effective order 4 partitioned

Runge–Kutta method (EPRK4), we compare it with the classical order 4 Runge–

Kutta method (RK4). We solve the Kepler’s problem using both methods with

different step-sizes and calculate the number of function evaluations and global

errors. It is evident from the Figure 4.1 that EPRK4 employs fewer number of

function evaluations than RK4. We have constructed EPRK4 with fewer stages as

compared to RK4 and this is the reason for fewer number of function evaluations.

The Figure 4.2 depicts that RK4 has lesser global error than EPRK4. We have

not optimized EPRK4 for least global error and this can be done in future.
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Figure 4.1: Comparison between step-size and the number of function evaluations.
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Figure 4.2: Comparison between step-size and global errors.

4.5 Conclusion

We have extended the idea of effective order to PRK methods. A complete

classification of effective order up to 5 is provided. Moreover, effective order 4

methods are constructed with 3 stages which reduces the implementation cost as

compared to classical order 4 method which requires 4 stages. The future work

includes the construction of optimized effective order 5 PRK methods with five

internal stages. We have already derived the conditions up to order 5 as given

in Table 4.5. We believe that the simplifying assumptions B(p), C(η) and D(ζ)

conditions will also be used in line with [6].

The type of differential equations we considered here have particular relevance to

Hamiltonian systems and it is a well known fact that only symplectic methods

can conserve quadratic invariants of the Hamiltonian systems. We have recently

published a paper on symplectic effective order PRK methods [1].
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Chapter 5

PRK methods for Hamiltonian

systems

The PRK methods with symplectic property are only valid for separable systems,

like, Hamiltonian systems. Due to this limited scope of applicable area, these

methods look less interesting than symplectic RK methods but their explicit na-

ture give an advantage over symplectic RK methods [35]. We start our discussion

from symplectic PRk and then we shall move towards new developments.

5.1 Symplectic partitioned Runge-Kutta meth-

ods

The flow of Hamiltonian system is symplectic (4.1) and it is a well known fact

that the discrete flow by symplectic Runge-Kutta methods is symplectic [33]. The

PRK method M and M̃ for separable Hamiltonian system (4.1) is symplectic if

the following condition is satisfied [33].

diag(b)ã+ aTdiag(̃b)− b̃b = 0. (5.1)

Moreover, the composition of two symplectic RK methods is symplectic [16, 19].

We give the proof of this symlectic condition by using the quadratic invariants
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of PRK methods as

yTD1g(y) =< y, g(y) >= 0, ∀y,

zTD2f(z) =< z, f(z) >= 0, ∀z,

where D1 and D2 are symmetric matrices of square dimension. From PRK

method, we know that

< Yi, g(Yi) > = 0,

< Zi, f(Zi) > = 0.

From equation (4.2), we hve

< yn +
s∑
j=1

aijhf(Zj), g(Yi) >= 0,

< yn, g(Yi) >= −h
s∑
j=1

aij < f(Zj), g(Yi) >, (5.2)

and also, we hve

< zn +
s∑
j=1

ãijhg(Yj), f(Zi) >= 0,

< zn, f(Zi) >= −h
s∑
j=1

ãij < g(Yj), f(Zi) > . (5.3)

And,

< yn+1, zn+1 > =< yn +
s∑
i=1

bihf(zi), zn +
s∑
j=1

b̃jhg(Yj) >,

=< yn, zn > +h
s∑
i=1

bi < f(Zi), zn > +h
s∑
j=1

b̃j

< yn, g(Yj) > +h2

s∑
i,j=1

bib̃j < f(Zi), g(Yj) > . (5.4)
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Equations (5.2), (5.3), and (5.4) are used to get

< yn+1, zn+1 > =< yn, zn > −h2

s∑
i,j=1

biãij < f(Zi), g(Yj) > −h2

s∑
i,j=1

b̃jaji

< f(Zi), g(Yj) > +h2

s∑
i,j=1

bib̃j < f(Zj), g(Yj) >,

=< yn, zn > −h2

s∑
i,j=1

(biãij + b̃jaji − bib̃j) < f(Zi), g(Yj) > .

So, for

< yn+1, zn+1 >=< yn, zn >,

we get

h2

s∑
i,j=1

(biãij + b̃jaji − bib̃j) < f(Zi), g(Yj) >= 0.

As

< f(Zi), g(Yj) >6= 0,

so,

h2

s∑
i,j=1

(biãij + b̃jaji − bib̃j) = 0,

so it becomes symplectic condition for PRK methods as

diag(b)ã+ aTdiag(̃b)− b̃b = 0.

5.2 Order conditions for symplectic partitioned

Runge-Kutta methods

As we discussed in Chapter 2 that for symplectic RK methods, the trees related

to order conditions can be divided into superfluous and non-superfluous bi-color

trees and unlike RK methods, the superfluous bi-color trees of PRK methods also

contribute one order condition together with one condition from non-superfluous

bi-color tree [33]. In Partitioned Runge-Kutta methods, superfluous bi-colour

trees provide one order condition and non-superfluous bi-colour trees provide two

order conditions. The order conditions of these super and non-superfluous trees
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can be distinguished by using symplectic condition for PRK method as provided

in equation (5.1). The bi-colour tree of order 2 is a superfluous. The

symplectic condition can be rearranged to get a combination of such trees as∑
i,j

biãij +
∑
i,j

b̃iaji −
∑
i

bi
∑
j

b̃j = 0,

(
∑
i.j

biãij −
1

2
) + (

∑
i,j

b̃jaji −
1

2
) = 0,

( − 1

2
) + ( − 1

2
) = 0,

Only one condition will involve as one is satisfied other will be satisfied automat-

ically.

Similarly, in order 3 we have two non-superfluous trees, and

we can find out their combinations order condition by multiplying symplectic

condition with cj as

∑
i,j

biãijcj +
∑
i,j

b̃jcjaji −
∑
i

bi
∑
j

b̃jcj = 0,

(
∑
i,j

biãijcj −
1

6
) + (

∑
i,j

b̃jc
2
j −

1

3
) = 0,

( − 1

6
) + ( − 1

3
) = 0.

We shall include one above as one satisfied other. Now if we multiply c̃i to

symplectic condition, we get∑
i,j

bic̃iãij +
∑
i,j

b̃jajic̃i −
∑
i

bici
∑
j

bj = 0,

(
∑
i,j

bic̃
2
i −

1

3
) + (

∑
i,j

b̃jajic̃i −
1

6
) = 0,

( − 1

3
) + ( − 1

6
) = 0.
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Therefore, we consider one order condition based on non-superfluous tree and

also inclusion of one condition satisfies other automatically

Now we see the impact of symplectic condition on order 4 trees of PRK method.

We see that there two non-superfluous and one superfluous trees are , ,

and , respectively. We can easily find out their relation with other

pairs in the following way.

First, we multiply the symplectic condition by c2
j and will get

∑
i,j

biãijc
2
j +

∑
i,j

b̃jc
2
jc

2
jaji −

∑
j

b̃jc
2
j = 0,

∑
i,j

biãijc
2
j +

∑
i,j

b̃jc
2
jcj −

1

3
= 0,

(
∑
i,j

biãijc
2
j −

1

12
) + (

∑
i,j

b̃jc
3
j −

1

4
) = 0,

( − 1

12
) + ( − 1

4
) = 0.

So we include one of above for symplectic methods.

Secondly, we multiply c̃2
i to symplectic condition and will get

∑
i,j

biãij c̃
2
i +

∑
ij

b̃jajic̃
2
i −

∑
i

bic̃
2
i

∑
j

b̃j = 0,

(
∑
i

bic̃
3
i −

1

4
) + (

∑
i,j

b̃jajic̃
2
i −

1

12
) = 0,

( − 1

4
) + ( − 1

12
) = 0.

Lastly, we multiply symplectic condition with ajkc̃k to discuss the order conditions
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of superfluous trees for symplectic PRK method this comes out:∑
i,j,k

biãijajkc̃k +
∑
i,j,k

b̃jajiajkc̃k −
∑
i

bi
∑
j,k

b̃jajkc̃k = 0,

∑
i,j,k

biãijajkc̃k +
∑
j,k

b̃jcjajkc̃k −
1

6
= 0,

(
∑
i,j,k

biãijajkc̃k −
1

24
) + (

∑
j,k

b̃jcjajkc̃k −
1

8
) = 0,

(
− 1

24

)
+
(

− 1

8

)
= 0.

So after one tree satisfaction, we have no need of other tree. We use only one

condition from above two. As we are using one order condition from pair of

superfluous and non-superfluous trees so, we get less number of order conditions

for symplectic PRK as compared to standard PRK methods. The Table 5.1

below provides the number of order conditions required for standard PRK and

symplectic PRK for order up to 4.

order PRK methods symplectic PRK methods
1 2 2

2 4 3

3 8 5

4 16 8

Table 5.1: Number of order conditions for standard and symplectic PRK methods
up to order 4.

5.3 Symplectic PRK methods with effective or-

der 3

The effective order of PRK is constructed and tested in Chapter 4. We im-

pose symplectic condition on the equations governing the effective order of PRK
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method for order three. Because the underlying bi-color tree of the rooted trees

t2 and t̃2 is superfluous, we can ignore the conditions (4.8), because it is auto-

matically satisfied. Moreover, the underlying bi-color trees of t3, t4, t̃3, and t̃4 are

non-superfluous, we can either take α3 or α̃4 and also α4 or α̃3 thus reducing the

last two equations of set (4.13) to α3 = 1
3

and α̃3 = 1
3
. Now consider the following

Butcher table for methods M and M̃ which satisfy the symplectic condition (5.1):

0 0

b1 b1

b1 + b2 b1 b2

b1 b2 b3

,

b̃1 b̃1

b̃1 + b̃2 b̃1 b̃2

b̃1 + b̃2 + b̃3 b̃1 b̃2 b̃3

b̃1 b̃2 b̃3

. (5.5)

By using symplectic condition in (5.1) and the equations set (4.13) after sim-

plification can be written in terms of elementary weights as:

3∑
i=1

bi = 1, (5.6)

3∑
i=1

b̃i = 1, (5.7)

b1b̃1 + b2(̃b1 + b̃2) + b3 =
1

2
, (5.8)

b̃2
1b1 + b2(̃b1 + b̃2)2 + b3(̃b1 + b̃2 + b̃3)2 =

1

3
, (5.9)

b̃2b
2
1 + b̃3(b1 + b2)2 =

1

3
. (5.10)

To get the values of 6 unknowns from 5 equations, we have one degree of freedom.

Let us take b̃1 =
2

3
and solve the equation (4.57-4.61) to get main methods M

and M̃ methods as follows:
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0 0 0

13 +
√

205

12
0 0

13 +
√

205

12

5

6
0

13 +
√

205

12

5

6

−11−
√

205

12

,

2

3
0 0

2

3

5 +
√

205

30
0

2

3

5 +
√

205

30

5−
√

205

30

2

3

5 +
√

205

30

5−
√

205

30

.

5.3.1 Derivation of starting method

For the starting method, we have the following equations:

β1 =0, (5.11)

β̃1 =0, (5.12)

β2 =
1

2
α3 −

1

6
, (5.13)

β̃2 =
1

2
α̃3 −

1

6
. (5.14)

The starting methods should be symplectic [17]. The solution of (4.64-5.14) leads

us to the following symplectic staring PRK methods S and S̃ as:

0 0 0

1

3
0 0

1

3

2

5
0

1

3

2

5
−11

15

,

1

3
0 0

1

3
−11

18
0

1

3
−11

18

5

18

1

3
−11

18

5

18

.
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5.4 Mutually adjoint symplectic effective order

PRK methods

A separable Hamiltonian system remains unchanged by changing the role of ki-

netic and potential energies, position and momentum and also inverting the di-

rection of time. For the two PRK method tableaux (5.5) being mutually adjoint,

we have b1 = b̃3, b2 = b̃2 and b3 = b̃1 in equations (4.57–4.61) so that we have

3∑
i=1

b̃i = 1, (5.15)

3∑
i=1

b̃i = 1, (5.16)

b̃3b̃1 + b̃2(̃b1 + b̃2) + b̃1 =
1

2
, (5.17)

b̃2b̃
2
3 + b̃3(̃b3 + b̃2)2 =

1

3
. (5.18)

Sanz-Serna suggested in [33] to take b̃3 = 0.91966152, which leads us to the fol-

lowing main methods M and M̃ with effective order 3 and with just 3 stages:

0 0 0

0.91966152 0 0

0.91966152 −0.18799162 0

0.91966152 −0.18799162 0.26833010

,

0.26833010 0 0

0.26833010 −0.18799162 0

0.26833010 −0.18799162 0.91966152

0.26833010 −0.18799162 0.91966152

.

The starting methods S and S̃ for mutually adjoint symplectic effective order

PRK method are constructed by using B1 = B̃3, B2 = B̃2, B3 = B̃1 in equations

(4.64) to (4.65) to get

B̃1 + B̃2 + B̃3 = 0, (5.19)

B̃1B̃3 + B̃2(B̃1 + B̃2) + B̃1(B̃1 + B̃2 + B̃3) ' 0. (5.20)

By solving equations (5.19) and (5.20) with B̃3 =
1

2
, we get the following S and

S̃ methods:
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0 0 0

1

2
0 0

1

2
−1

4
0

1

2
−1

4
−1

4

and

−1

4
0 0

−1

4
−1

4
0

−1

4
−1

4

1

2

−1

4
−1

4

1

2

.

5.5 Numerical testing

The order of both symplectic and mutually adjoint symplectic effective PRK

methods or order 3 is verified after applying these methods on Kepler’s two body

problem discussed in Chapter 4.

5.5.1 Order verification of symplectic effective order PRK

methods

The effective order 3 behavior for symplectic and mutually adjoint symplectic

PRK methods is confirmed from Table 4.7 and 5.3.

h n Global error Ratio

π

225
225 7.7741637102284× 10−04

8.927465

π

450
450 8.7081425338124× 10−05

8.475956

π

900
900 1.02739357736254× 10−05

8.063877

π

1800
1800 1.27406905909534× 10−06

Table 5.2: Global errors and their comparison: Symplectic effective order PRK
methods.
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h n Global error Ratio

π

40
40 4.635890382086× 10−03

7.963129

π

80
80 5.82169473987045× 10−04

8.062262

π

160
160 7.22091971134495× 10−05

7.836579

π

320
320 9.21437776243649× 10−06

Table 5.3: Global errors and their comparison: Mutually adjoint symplectic ef-
fective order PRK methods.

5.5.2 Energy conservation behaviour

Here, we applied both symplectic and mutually adjoint symplectic methods on

kepler’s two body problem and on Harmonic oscilator problem to verify the energy

conservation behaviour of both methods.

0 1000 2000 3000 4000 5000 6000 7000
-16

-14

-12

-10

-8

-6

-4

-2

0

2
×10-13

Figure 5.1: The error in energy of the Kepler’s problem (e = 0) with symplectic
effective PRK using step size h = 2π/1000 for 105 steps.
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Kepler’s problem

In this experiment, we used step-size h = 2π/1000 for 105 iterations. We obtained

good energy conservation as shown in Figure 5.1 and Figure 5.2 using symplectic

and mutually adjoint symplectic effective order PRK methods, respectively. It

hs been observed that the error in the energy was bounded above by 10−13 and

10−14, respectively.

0 100 200 300 400 500 600 700
-10

-8

-6

-4

-2

0

2
×10-14

Figure 5.2: The error in energy of the Kepler’s problem (e = 0) with mutually
adjoint symplectic effective PRK using step-size h = 2π/1000 for 105 steps.

Harmonic Oscillator

The motion of a unit mass attached to a spring with momentum u and position

co-ordinates v defines the Hamiltonian system

v
′
= u, u

′
= v.

The energy is given by

H=
u2

2
+
v2

2
.

The exact solution is u(t)

v(t)

 =

cos(t) -sin(t)

sin(t) cos(t)


u(0)

v(0)

.
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We have applied symplectic PRK and mutually adjoint symplectic PRK methods

with step-size h = 2π/1000 and 105 iteration in this experiment . We received

good energy conservation as shown in Figure 5.3 and Figure 5.4 by symplectic ef-

fective order PRK and mutually adjoint symplectic effective order PRK methods,

respectively.

0 100 200 300 400 500 600 700

Time

-1.5

-1

-0.5

0

0.5

1

1.5

En
er

gy
 e

rro
r

×10-7

Figure 5.3: The error in energy of the Harmonic oscillator problem (e = 0) with
symplectic effective PRK using step size h = 2π/1000 for 105 steps.

0 100 200 300 400 500 600 700
-3

-2

-1

0

1

2

3
×10-9

Figure 5.4: The error in energy of the Harmonic oscillator problem (e = 0) with
mutually adjoint symplectic effective PRK using step size h = 2π/1000 for 105

steps.
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5.6 Conclusions and future work

The type of differential equations we considered in this chapter have particular

relevance to Hamiltonian systems and it is a well known fact that only symplectic

methods can conserve quadratic invariant of the Hamiltonian systems. Keeping

in view of this fact, we applied effective order techniques to symplectic and mutu-

allay adjoint symplectic PRK methods. We constructed 3 stage effective order 3

symplectic PRK methods and successfully applied to separable Hamiltonian sys-

tems with good energy conservation. It is worth mentioning that we are able to

construct mutually adjoint symplectic effective order 3 PRK methods with just

3 stages, whereas an equivalent method of order 3 with 4 stages is given in [17].

For future work direction, we can go for construction of effective order symplectic

and mutually adjoint methods for order 4 with 3 stages. Also, this work can be

extended to non-separable systems of differential equations.
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